Lecture 32: Solving Polynomial Equations

32 Solving Polynomial Equations

One application of Galois theory is the impossibility of a solution in radicals to polynomial equations of degree
at least 5. The fundamental theorem of algebra states that a degree n polynomial has n (not necessarily distinct
roots). For linear polynomials ax + b, the root is obviously = —b/a; for quadratics, the quadratic formula
is well-known. Even for degree 3 and 4 polynomials, the cubic and quartic equations (which are much longer)
provide universal formulae to find the roots. For a long time, mathematicians searched for the elusive "quintic
formula," but now we know that there is no way to "write down" the roots of polynomials of degree 5 or higher,
and Galois theory is the key to proving this fact.

32.1 Solvable Groups

Last class, we established the following definition:

Definition 32.1
A finite group G is solvable if there exists a sequence of subgroups G =Gy D Gy D G2 D --- D G, = {1},
such that for each i, G; is a normal subgroup of G;_1, and G;_1/G; is abelian.

Informally, a group is solvable if it can be built from putting together abelian groups.

Lemma 32.2
If G/K = H (equivalently, if there is an onto map G — H with kernel K), then:

1. If K and H are solvable, then G is solvable.
2. If G is solvable, then H is solvable.

Proof sketch. The first direction is clear from the correspondence theorem — we can essentially put the filtrations
for H and K together. If we have a filtration H = Hy D Hy; D --- D H, = {1} with this property, we can take
their pre-images G = Gy D G1 D --- D G,, = K. We then can place the filtration for K at the end.

For the second, we can take our filtration of GG, and simply take its image. The intermediate subgroups we get
for H will be quotients of the intermediate subgroups for G, and the quotient of an abelian group is also abelian;
so this gives a valid filtration for H. O

We have the following group-theoretic lemma:

Lemma 32.3
S5 is not solvable. In fact, A5 is simple.

Recall that a group is simple if it has no normal subgroups except for itself and {1}.

This lemma is also true for n > 5 (meaning S, is not solvable). But for n < 5 it’s not true — we have A3 = Z/37Z,
which is abelian; while Sy contains the Klein 4-group K4 (consisting of (12)(34), (13)(24), (14)(23), and the
identity), which is a normal subgroup.

Proof. The best proof is to think about the structure of conjugacy classes in symmetric groups; but we don’t
have time, so we’ll do a more quick and dirty proof for just the case n = 5.

The class equation for Aj is
60=1+15+20+12+12

(corresponding to the conjugacy classes of (12)(34), (123), (12345), and (13245)). Note also that if we have a
5-cycle in one of the conjugacy classes of size 12, its square is in the other.

If N is a normal subgroup, then it’s a union of conjugacy classes, which means |N| is a sum of 1, plus a subset
of {15,20,24}. But it also has to divide 60. This is impossible — we have to take 1, but then we have to take
15 (or else the sum would be odd, and would need to divide 15). Then we have to take 20 (otherwise the sum
would be 1 mod 3, and would have to divide 20). Then we must take 24 because otherwise the sum wouldn’t
be divisible by 5 (and would have to divide 12). O
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Student Question. How does this argument generalize to all n > 5%

Answer. This argument doesn’t really gemeralize — but there is a slightly longer argument that does. We
essentially just look at the possible cycle structures, take one conjugagy class, and show that the products of
elements in that conjugacy class cover every other conjugacy class.

32.2 Radical Extensions

Now we’ll relate this to polynomial equations.

Definition 32.4
A finite extension E/F is a radical extension if E = F(aq,...,a,), where o € F(ay,...,a'" ) for all
i (for some positive integers n;).

Informally, a radical extension is one that can be obtained by adjoining a bunch of radicals — in simple English,
we’re allowed to perform arithmetic operations and to extract radicals of any order.

Example 32.5
The extension

Q<33+ 57+x/§>

is a radical extension.

Proposition 32.6
Any radical extension is contained in a Galois extension with a solvable Galois group.

We’ll assume that char(F) = 0 (although things do generalize to char(F') = p with some more care).

The proof essentially hinges on the lemma discussed last class — that if I’ contains a primitive nth root of unity,
and E = F(«) for some a with o™ € F, then E/F is a Galois extension whose Galois group is cyclic.

It’ll be convenient to slightly generalize this lemma, to let us simultaneously extract a bunch of radicals.

Lemma 32.7
Under the same assumptions, if E = F (81, ..., 8;) where ' € F for all i (and F contains a primitive nth
root of unity), then Gal(E/F) C (Z/nZ)*. In particular, Gal(E/F) is still abelian.

The proof is the same as before — any element of the Galois group sends 3; — 3;¢5 for some exponent ¢;, and
composing elements of the Galois group corresponds to adding each pair of ¢;.

Proof of Proposition 32.6. Use induction on n. If n =1, then £ C F(({, ) where o™ € F and ( is a primitive
nth root of unity (we can’t assume in this proof that F' contains roots of unity, but we can essentially just add
them). This is the splitting field of ™ — a™.

So we have a tower of field extensions F({,«)/F(¢)/F. We know that F({,«)/F({) has a Galois group which is
a subgroup of Z/nZ; meanwhile, F'(¢)/F has a Galois group which is a subgroup of (Z/nZ)*. Both are abelian,
so the Galois group of F(¢,«)/F is solvable.

For the inductive step, assume that F(aq,...,a;—1) C E’, where Gal(E'/F) is solvable, and suppose a;* €
F(O{l, ey Oéi_l).

We then want to start with E’, and first add a primitive n;th root of unity (. To make sure we get a splitting
field over F' (and not just E’), we need to also add all Galois conjugates of a; — let 81, ..., Bq be all conjugates
of a'" under Gal(E’/F). Then we take

E=E'C /B, /B;)
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First, we want to show that E is a splitting field over . Let Q be a polynomial such that E’ is the splitting
field of Q. Now if o"" = a (which lies in E’), we claim that E is the splitting field of

Q)@ =1 [ @ —gl).

g€Gal(E'/F)

(The reason we have this product over the Galois group, rather than simply the term z™ — a, is that a is not
necessarily in F' — but this product is, by the trick seen earlier.)

Now consider the tower of extensions E/E’(¢)/E’/F. Then Gal(E’/F) is solvable by the induction assumption;
Gal(E'(¢)/E") is a subgroup of (Z/n;Z)* and is therefore abelian; and Gal(E/E’(¢)) is a subgroup of (Z/nZ)?,
where d = || Gal(E'/F)|. So Gal(E/F) is solvable as well, and we’re done. O

Note 32.8

The proof contains a technicality in order to ensure that our extensions are all Galois extensions of F’; this
is why we needed to deal with the ;. Other than that, it’s essentially just a direct application of the lemma
from earlier (about the Galois group when we just add a nth root).

The conclusion is now clear:

Corollary 32.9
There are many nonradical extensions of Q.

For instance, the splitting field of any polynomial with Galois group S5 (such as our example 2z° — 5z — 10
from earlier) is a nonradical extension; this means the roots of such a polynomial can’t have an expression in
radicals.

32.3 Symmetric Polynomials

We’ll now move on to a more concrete question:

Guiding Question
Given a polynomial, how do we compute Gal(E/F) and solve the equation when possible?

To answer this, we’ll use the computational tool of symmetric polynomials (which can be understood indepen-
dently of fields and Galois theory, and is an important branch of elementary algebra).

Consider the polynomial ring Z[z1,...,2,] (we could do the same with rational-coefficient polynomials). We
use R, = Z[z1,...,2,])°" to denote the subgroup of Z[z1,...,=,] consisting of polynomials which are invariant
under permutation of the variables.

Example 32.10
If n = 3, then 23 + x3 + 23 € R, while 23 ¢ R3.

It’s easy to write down polynomials in R,, — we can start with any polynomial, and average over all permutations.
The easiest example to think about is probably power sums; but a particularly useful one will be something
different, the elementary symmetric functions.
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Definition 32.11
If we have n variables x1, ..., x,, then the elementary symmetric functions o4, ..., 0, are defined as
01 =21 +X2+ -+ Tn,

02 = Z1T2 + X123 + -+ + Tp—_1Tn,

03 = 212223 + -+ + Tpn—2Tp—1Tn,

and so on: in general, oy is the sum of the (Z) monomials which are products of k distinct terms x;:

o'k: E le...xjk_

1<51<g2 < <jr<n

The first reason the elementary symmetric functions are relevant is that if we have a polynomial whose roots

we know, we can expand it as

(z—21) (2 —xp) = 2" — 012" L 4 002" % — o+ (=1)"0,

by considering which term in each factor we choose when expanding the product.

Example 32.12
If n = 2, we have
(z—z)(z—y)=2—(z+y)z +ay.

A useful fact about the elementary symmetric functions is the following:

Theorem 32.13
We have
R, = Z|o1,02,...,04].

Given two symmetric polynomials, it’s obvious that their sum and product are also symmetric polynomials
But the interesting part of this theorem is that every symmetric polynomial can be expressed as a polynomial

in the elementary symmetric functions (and this expression is unique).

Example 32.14
We have

2 2 2 2
] + x5 + 23 = 0] — 209;

D o o8 3
] + x5 + 23 = 0] — 30102 + 303.

We'll prove the theorem later, but the reason it’s useful here is the following:

Corollary 32.15
A symmetric polynomial in the roots of P can be written as a polynomial in the coefficients of P.

The strategy for how to compute the Galois group of a polynomial is based on this fact. In particular, one

important symmetric polynomial in the roots is the discriminant:

Definition 32.16
The discriminant of P(x) = [[(z — a;) is
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When we square, it doesn’t matter which of «; and o; had smaller index; so the discriminant is a symmetric
polynomial in the roots. By the theorem, the discriminant is then some polynomial in the coeflicients.

Unfortunately, the formulas quickly get complicated. However, there are some cases where the discriminant is
reasonable to compute:

Example 32.17
If P(z) = 2 + pr + ¢, then D = —4p® — 27¢°.

Proof. We could compute D using the definition, but that’s fairly messy. Instead, we’ll look at degrees — we
know D is a degree 6 polynomial in the roots oy, as, and ag. Meanwhile, p is a degree 2 polynomial in the roots,
and ¢ is a degree 3 polynomial. The only monomials in p and ¢ which can have degree 6 are then p? and ¢2, so
D = ap?® +bq? for some a and b. We can then plug in a few polynomials for P to solve for a and b — for example,
P(z)=xz(x—1)(z+1) hasp = —1,¢ =0, and D = 4, so a = —4; meanwhile P(z) = (z—1)?(z+2) = 23 -3z +2
hasp=-3,¢=2,and D =0, so b= —2T7. O

Although this only works for cubic polynomials whose x2 coefficient is 0, there’s an easy trick to turn any cubic
polynomial into this form — if we start with z3 + ax? + bz + ¢, we can substitute y = = + a/3.

Note that D = 0 if and only if P has multiple roots. The main application to Galois theory is that /D is
always in the splitting field of P; and in fact v/D € F if and only if the Galois group is a subset of A,,. We’ll
discuss this in more detail next class.
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