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1 The Hydrogen Atom

Our goal here is to show that the two-body quantum mechanical problem of the hydrogen atom can
be recast as one in which we have center-of-mass degrees of freedom that behave like a free particle
and relative-motion degrees of freedom for which we have dynamics controlled by a central potential.

The hydrogen atom consists of a proton and an electron moving in three dimensions. We label the
position and momentum operators of the proton as X,, pp, and those of the electron as X., p.. These
are canonical variables, meaning they satisfy the canonical commutation relations:

[(Xp)is (Pp)j] = ihdiz,  [(Xe)is (Pe)s] = iRhdi;. (1.1)

Here the subscripts 4, 7 = 1,2, 3 denote the various components of the vector operators. Furthermore,
the proton variables commute with the electron variables. We have two pairs of independent canonical
variables.

The wavefunction for the system is a function of the positions of both particles:
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and the quantity
W (xp, %) |2 d*x, d>xe (1.3)

is the probability to find the proton within a window d3xp of x;,, and the electron within a window
d3x. of x.. The Hamiltonian of the system is given by
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Note that the kinetic energy is simply the sum of the kinetic energy of the proton and kinetic energy
of the electron. The potential only depends on the magnitude of the separation between the two
particles, not on their individual positions.

In order to simplify the problem, we will introduce two new pairs of independent canonical variables.
The first pair is associated with the center-of-mass (CM) motion. We introduce the total momentum
operator P and the CM position operator X, given by
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The operator X is given by the typical expression for the center-of-mass of the system, but with the
positions replaced by position operators. Using the commutation relations (1.1), we can show that X
and P are canonical conjugates:
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resulting in the expected
[(X)u (P)j:| = ihd;; . (1.7)

For the second pair of canonical variables we will define relative position and momentum operators.
The relative position operator is the natural variable implied by the form of the potential:

X = Xe—Xp. (1.8)

Since the second pair of canonical variables must commute with the first pair, we must check that
x defined above, commutes with X and with P. The commutation with X is automatic and the
commutation with P works thanks to the minus sign in the above definition. We must now construct a
relative momentum operator p that is canonically conjugate to x. It must be built from the momentum
operators of the two particles, so we write
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with a and § coefficients to be determined. To be canonically conjugate, the relative operators must
satisfy
(%), (P);] = ihdi; — a+pB =1, (1.10)

using the above definitions of X and p and the proton and electron commutators. Finally, the relative
momentum must commute with the CM coordinate

kXﬁAﬁﬂ::O = mea—myB=0. (1.11)

The two equations for o and 8 can be solved to find
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We define the total mass M and the reduced mass u as follows
MMy
M = = <P 1.13
Me +Myp, [ e + my ( )

The reduced mass of a pair of particles with very different masses is approximately equal to the mass
of the lower-mass particle. Using these definitions

a= g (1.14)



Thus, collecting the relative variables we have

ﬁ:u<::;—§£> = p-TED,, X=X % (1.15)
Note that the relative momentum p can be written in terms of velocities as follows: p = p(ve — vp).
The relative momentum vanishes if the motion is only CM motion, in which case the velocities of the
two parties are the same.

We can now rewrite the Hamiltonian in terms of the new variables. Solving for the original
momentum operators in terms of P and P, we find
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We can then rewrite the kinetic terms of the Hamiltonian in the form
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Happily the term coupling the two momenta vanishes. Thus the center of mass degrees of freedom and
the relative degrees of freedom give independent contributions to the kinetic energy. The Hamiltonian
can then be written as
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In position space, the total and relative momentum operators can be expressed as gradients
. h h
i i

Each V has a subscript indicating the type of coordinate we use to take the derivatives. Just like we had
a wavefunction W(x.,x,) the new canonical variables require that we now think of the wavefunction
as a function ¥(X, x) of the new coordinates.

We solve the time-independent Schrédinger equation by using separation of variables

U (X, x) = Uom(X)Pre(x). (1.20)
Plugging these into the time-independent Schrodinger equation H¥ = EW, we reach
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i Vel (x) + V(]&])\Prel(x)] Uom(X) = EVom(X) Vel (x). (1.21)

Dividing by the total wavefunction Wepn (X)Wiei(x), this becomes
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The first term on the left-hand side is a function of X only and the second term on the left-hand side
is a function of x only. Their sum is equal to the constant F and since x and X are independent
variables, each term must individually be constant. We thus set the first term equal to the constant
FEcn and the second term equal to the constant F.e, resulting in the following equations:

;Z\IICM(X) = EcmVem(X), (1.23)
.2
|:I2)'u + V(‘X’):| \I}rel(x) = Erelquel(x)v (124)

E = Ecy + Era. (1.25)

We get two Schrédinger equations. The first equation tells us that the center of mass moves as a free
particle of mass M. Thus, the CM energy is not quantized and we get plane wave solutions. The
second equation is for the relative motion, and as we wanted to show, it is described as motion in a
central potential. The third equation tells us that the total energy is the sum of the center-of-mass
energy and the energy from the relative motion.

2 Hydrogen atom spectrum

We now have the tools to study the hydrogen atom, which has a central potential given by

o2
Vir) = _Z7’ (2.1)
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where Z is the number of protons in the nucleus. For hydrogen we have Z = 1. But it is worth

considering Z > 1 in which case we are describing the motion of an electron around the nucleus of
some other atom. We will also define following physical constants.
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e The fine structure constant o: « = e ™~ 137-

e The Bohr radius ag. This is the characteristic length scale in the problem. It can be calculated
by equating kinetic and potential energies expressed in terms of ag and ignoring all numerical
constants: ) .
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Here the mass should be the reduced mass, which in this case can be taken rather accurately to
be the mass of the electron. We then have explicitly,

h? h2c? hc hc
an = = = =
07 me2 ~ e2me? (%z)m@ oamc?
197 MeV fm 1970 eV Angstrom (2.3)
= N = G x 137
0.51 x 10 eV (137) 0.51 x 10%eV
= 0.529 Angstroms ~ 53 pm.
For the energy scale estimate we have
2 2 4
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There are other characteristic lengths that are interesting:

aag = Compton wavelength of electron = X, ~ 390 fm,

a?ay = classical electronradius ~ 2.8fm.

Let us do some work now! The radial Schréodinger equation for bound states E < 0 reads

= Fu.
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We could label the wavefunction u as ugy as the solutions will certainly depend on ¢ and the energy F.

As usual, we like to work with a unit free coordinate. This could be achieved by writing r = agzx, with

2 unit free and ag carrying the length units of r. It will be more convenient to use a slight variation
to eliminate Z from the equation and some factors of two. We will take the new unit-free coordinate

z to be defined from

The Schrédinger equation then becomes
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which reduces our differential equation to
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We now define the unit-free parameter « that encodes the energy:

/€2 == —% > 0.
(*%)

k is a unit-free version of the bound state energy. The differential equation is then
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We can further simplify this equation prior to solving it by examining the limiting cases. In the limit

x — 00, the dominant terms are the second derivative and the term on the right-hand side, giving
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Since « is unit free, we can make the above exponent equal to a new unit-free coordinate p:
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p = kKr = il (2.14)
ag
This time we get
d? 1 1
<—2+€(£42_ )—>u = —u. (2.15)
dp p Kp

Note that we did not get x to disappear from the equation. This is good news: the equation should
fix the possible values of k (or possible energies). The equation above is not quite ready for a series
solution: we would find a three term recursion relation, which is rather complicated. To make progress
we discuss the behavior for small and large p.

For p — oo we now get u ~ u™ and of course we hope for u = e~” for normalizability. As we
discussed before, for p — 0 the radial solution must be of the form u ~ p+1). This information about
the behavior for small and for large p suggests a good ansatz for u(p)

ulp) = p T W(p)e”. (2.16)

where W (p) is a yet to be determined function that we hope satisfies a simpler differential equation.
To derive this differential equation for W(p), we plug our ansatz into Eq. (2.15). As a little help on
the calculation, we give an intermediate result:
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With a little more work we finally get the differential equation for W':

d>W

+2(£+1—p)‘g+[i—2(£+1)]w = 0. (2.18)

This looks a bit more complicated than the differential equation we started with but it leads to a very
nice one-step recursion relation. As usual we write W as a series expansion

W=> a*, (2.19)
k=0

and plugging back into (2.18), we group terms of order p* to derive a recursion relation

1
apprk(k + 1)+ 20+ 1) (k + Dagsr — 2kag + [; — 200+ 1)}% =0,

(2.20)
1
= app(k(k+1) + 200+ D(k+1) = ak<2(£+k‘+1)—;),
which gives
20k +6+1) -1
Ah+1 (k+0+1)— - . (2.21)
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Detailed examination shows that for normalizable wave functions, the series must terminate. To see
this we examine the large k behavior of the above ratio:

Ak+1 2k 2
~ 202 2.22
ay k2 k (2.22)
Note that k%rl < %; thus if the ratio ki“ leads to a divergence so will the ratio % Taking
ak+1 2 2
o . Qt1 = 30 (2.23)
and this is solved by
2k
ap = H ag . (2.24)
Therefore, the sum
W = Zakpk >~ agp Z = ape?” . (2.25)
k=0 k=0

This is precisely sufficient to make the ansatz in (2.16) un-normalizable.
In order to get a normalizable solution the series for W must terminate. Suppose W is a polynomial
of degree N so the coefficients satisfy

any #0 and ani1=0. (2.26)
From Eq.(2.21) this implies
1
- = 2IN+10+41). (2.27)

Quantization has happened! The energy-encoding parameter x is now related to integers! Note that ¢
can take values £ = 0,1,2,... as it befits it being an angular momentum quantum number. Moreover
N can take values N =0,1,2, ..., since a polynomial of degree zero exists, being equal to a constant.
Define the principal quantum number n as follows:

1
n=N+l+1 = - with¢=012... N=012. . andn=123...| (228
K

Importantly, note that for a fixed n we must have
0 <{ <n—-1, and 0 <N <n-1. (2.29)

If n and £ are known, N is determined from N 4+ ¢+ 1 = n. So the independent quantum numbers so
far are n and ¢. Interestingly, the energies depend only on n, since x depends only on n. Using Eq.
(2.11), the energy dependence on principle quantum number is given by

2z2 2
E=_2C 2, (2.30)
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and using k = ﬁ we get
Z%% 1
E = — —. 2.31
2a9 n? ( )




These are the energy levels of the hydrogen atom! Since at any fixed value of n > 1 there are various
possible ¢ values, the spectrum is highly degenerate. Even more, each value of £ amounts to 2¢ 4+ 1
states, given the possible values of m. One way to visualize the spectrum is shown in Figure 1. All
integer points in the (N, ¢) positive quadrant represent states. The states with common value of n lie
on the dashed lines.
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Figure 1: All points with integer N > 0 and integer ¢ > 0 represent hydrogen atom states. The figure helps
us to count the number of possible states for given value of n. Each dot along the diagonal line for a given n
represents a possible state.

Figure 1 helps us to count the number of bound states for a given value of n. Recall that for each
n, £ can take values from 0, ...,n— 1 and for each value of ¢, m takes values from —/ to £. The following
table counts the states for the first few values of the principal quantum number n. A given state is
specified by its values for (n,l,m), all of which are referred to as thequantum numbers for hydrogen
states. Each number has a very important physical meaning: n tells us about the energy eigenvalue,
R20(¢ + 1) is the eigenvalue of the square of angular momentum and hm is the eigenvalue of the z
component of angular momentum.

Number of States

n value | £ values m values total states
n=1 (=0 m=0 1 state
n=2 =0 m =20 1
/=1 m=-1,0,1 + 3

= 4 states

n=3 =0 m= 1
/=1 m=-1,0,1 +3

(=2 m=-2,...,2 +5

= 9 states

The total number of states for arbitrary principal quantum number n can now be calculated:

n—1

# of states for n = Z(%-i- 1) =

=0

2

2(n—1)n

2

+n=n“"—m+n=n".

2

(2.32)



This is in agreement with the partial results in the table. A more familiar representation of the states
of hydrogen is given in Figure 2. The different columns indicate the different values of /. We have
also indicated in the figure the values of N, the degree of the polynomial entering the radial solution.
Note that for a given /¢, that is, for a fixed radial equation, the value of N increases as we go up the
column. The number N corresponds to the number of nodes in the solution.
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Figure 2: Plot of energy levels E ~ —1/n? indicating also the angular quantum number ¢ and the degree N of
the polynomial. The spectrum is highly degenerate.

Recall that we defined p = 2’;—?. Together with x = ﬁ this gives
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The eigenstates are labelled by quantum numbers (n, ¢, m) and the wavefunctions are

(+1
ot = N Y, 0,0) = N Wap)e Yin(6.0)

= N o' Wulp) € Yn(0,9), (2.34)
~—
polynomial of degree
N=n—({+1)

where A is a normalization constant. Therefore, using the expression for p and absorbing constants
into N we have

¢ R .
Vntm (1,0, 0) = N < T) ( polynomial in 7 ) e 90 Yo (0, ). (2.35)

CTO of degree N=n—(¢+1)

For the ground state of hydrogen (Z = 1), we have (n,¢,m) = (1,0,0). Having zero angular momentum
the associated wavefunction has no angular dependence. The normalized wavefunction is

1
¢100(T7 0 5 ¢) = = e—r/ao . (236)
ﬂ—ao

For normalized hydrogen wavefunctions at n = 2 and n = 3 see
http://hyperphysics.phy-astr.gsu.edu/hbase/quantum /hydwf.html

Sarah Geller and Andrew Turner transcribed Zwiebach’s handwritten notes to create the first LaTeX
version of this document.
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