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9. Hacker’s guide to DL
• Data

• Model

• Optimization

• Evaluation, Experimentation, and Debugging

• Compute

Acknowledgements:  
Lots of slides adapted from Evan Shelhamer’s “DIY Deep Learning: Advice on Weaving Nets.” Builds on advice from Andrej 
Karpathy (http://karpathy.github.io/2019/04/25/recipe/), feedback from Isolab members and MIT community, slides from Dylan 
Hadfield-Menell, twitter feedback (https://twitter.com/phillip_isola/status/1576965425384263680?
s=20&t=3eLg6JBYVSkacUtNlz83pA)

Disclaimer:  

This lecture is my 
personal opinions and 
anecdotes!
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Part of the story of deep learning has been the (temporary) success of hacking over theory

Left © Zhang, et al. Right © fast.ai. All rights 
reserved. This content is excluded from our 
Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-
fair-use/
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Lo
ss

epoch

Look at the output

Look at the input

DeGrave, Janizek, Lee, 2020

© DeGrave, Janizek, and Lee. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Data
inspect the distribution of inputs and targets 

• inspect random selection of inputs and targets to have a general
sense

• histogram input dimensions to see range and variability

• histogram targets to see range and imbalance

• select, sort, and inspect by type of target or whatever else

[slide adapted from Evan Shelhamer]

Look at the data!
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Data
Inspect the inliers, outliers, and neighbors: 

• visualize distribution and data, especially outliers, to uncover dataset
issues 

• look at nearest neighbors

• examples:

• rare grayscale images in color dataset, huge images that should have
been rescaled, corrupted class labels that had been cast to uint8

[slide adapted from Evan Shelhamer]
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Data
pre-processing: the data as it is loaded is not always the data as it is stored! 

• inspect the data as it is given to the model by output = model(data)

[slide adapted from Evan Shelhamer]

DeCAF Caffeoriginal
Image © source unknown. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/ 7



def inspect_data(X):
  print('type:', X.type())
  print('shape:', X.shape)
  print('requires grad:', X.requires_grad)
  print('numerical range: [{:.2f}, {:.2f}]'.format(X.min(), X.max()))
  print('mean and var: {:.2f}, {:.2f}'.format(X.mean(), X.var()))

Data

A library that gives this kind of info by default: https://github.com/xl0/lovely-tensors

Most important function in deep learning:
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pre-processing: 

• standardize:

• Squashes all your data dimensions into the same standard range

• This makes it so that, a priori, no one dimension is valued more than any other

• Important when different measurements have vastly different scales or units

Data

xk  
xk � E[xk]p

Var[xk]
8k

<latexit sha1_base64="J8RCtDcCr9TLV6GBMl+N0iqeqZk=">AAACxHicfVHbihNBEO2Mt3W8ZfXRl8YgiGiYWQR9XLzhi7iCSRbSQ+jp1CRN+jLbXeMmNOOP+SU++qo/YU82gu6KBQ2nT1VRdU6VtZIes+xbL7l0+crVa3vX0xs3b92+09+/O/a2cQJGwirrjkvuQUkDI5So4Lh2wHWpYFKuXnX5yWdwXlrzCTc1FJovjKyk4BipWX+0nq0oU1Ahd86eUlY5LkJHPqVMc1yWZXjTTiNRtIH5E4eBIawRMYy52yVayk4aPo/N1nGl6GrWH2TDbBv0Ish3YEB2cTTb703Y3IpGg0GhuPfTPKuxCNyhFAralDUeai5WfAHTCA3X4Iuw1d/Sh5GZ0zg8PoN0y/7ZEbj2fqPLWNlJ8udzHfmv3LTB6kURpKkbBCPOBlWNomhpZyadSwcC1SYCLpyMu1Kx5NFBjJanKTNwKqzW3MwDM9bpdpoXYes2U2NwOMiZk4slMtf9osrXENU7eB83+VCD42jd48C4W2i+bqMbC/akQ/8rlOZ3YURpGk+Rnzf+IhgfDPNsmH98Njh8uTvKHrlPHpBHJCfPySF5R47IiAjylXwnP8jP5G2iEp80Z6VJb9dzj/wVyZdfLgHhdA==</latexit><latexit sha1_base64="J8RCtDcCr9TLV6GBMl+N0iqeqZk=">AAACxHicfVHbihNBEO2Mt3W8ZfXRl8YgiGiYWQR9XLzhi7iCSRbSQ+jp1CRN+jLbXeMmNOOP+SU++qo/YU82gu6KBQ2nT1VRdU6VtZIes+xbL7l0+crVa3vX0xs3b92+09+/O/a2cQJGwirrjkvuQUkDI5So4Lh2wHWpYFKuXnX5yWdwXlrzCTc1FJovjKyk4BipWX+0nq0oU1Ahd86eUlY5LkJHPqVMc1yWZXjTTiNRtIH5E4eBIawRMYy52yVayk4aPo/N1nGl6GrWH2TDbBv0Ish3YEB2cTTb703Y3IpGg0GhuPfTPKuxCNyhFAralDUeai5WfAHTCA3X4Iuw1d/Sh5GZ0zg8PoN0y/7ZEbj2fqPLWNlJ8udzHfmv3LTB6kURpKkbBCPOBlWNomhpZyadSwcC1SYCLpyMu1Kx5NFBjJanKTNwKqzW3MwDM9bpdpoXYes2U2NwOMiZk4slMtf9osrXENU7eB83+VCD42jd48C4W2i+bqMbC/akQ/8rlOZ3YURpGk+Rnzf+IhgfDPNsmH98Njh8uTvKHrlPHpBHJCfPySF5R47IiAjylXwnP8jP5G2iEp80Z6VJb9dzj/wVyZdfLgHhdA==</latexit><latexit sha1_base64="J8RCtDcCr9TLV6GBMl+N0iqeqZk=">AAACxHicfVHbihNBEO2Mt3W8ZfXRl8YgiGiYWQR9XLzhi7iCSRbSQ+jp1CRN+jLbXeMmNOOP+SU++qo/YU82gu6KBQ2nT1VRdU6VtZIes+xbL7l0+crVa3vX0xs3b92+09+/O/a2cQJGwirrjkvuQUkDI5So4Lh2wHWpYFKuXnX5yWdwXlrzCTc1FJovjKyk4BipWX+0nq0oU1Ahd86eUlY5LkJHPqVMc1yWZXjTTiNRtIH5E4eBIawRMYy52yVayk4aPo/N1nGl6GrWH2TDbBv0Ish3YEB2cTTb703Y3IpGg0GhuPfTPKuxCNyhFAralDUeai5WfAHTCA3X4Iuw1d/Sh5GZ0zg8PoN0y/7ZEbj2fqPLWNlJ8udzHfmv3LTB6kURpKkbBCPOBlWNomhpZyadSwcC1SYCLpyMu1Kx5NFBjJanKTNwKqzW3MwDM9bpdpoXYes2U2NwOMiZk4slMtf9osrXENU7eB83+VCD42jd48C4W2i+bqMbC/akQ/8rlOZ3YURpGk+Rnzf+IhgfDPNsmH98Njh8uTvKHrlPHpBHJCfPySF5R47IiAjylXwnP8jP5G2iEp80Z6VJb9dzj/wVyZdfLgHhdA==</latexit><latexit sha1_base64="J8RCtDcCr9TLV6GBMl+N0iqeqZk=">AAACxHicfVHbihNBEO2Mt3W8ZfXRl8YgiGiYWQR9XLzhi7iCSRbSQ+jp1CRN+jLbXeMmNOOP+SU++qo/YU82gu6KBQ2nT1VRdU6VtZIes+xbL7l0+crVa3vX0xs3b92+09+/O/a2cQJGwirrjkvuQUkDI5So4Lh2wHWpYFKuXnX5yWdwXlrzCTc1FJovjKyk4BipWX+0nq0oU1Ahd86eUlY5LkJHPqVMc1yWZXjTTiNRtIH5E4eBIawRMYy52yVayk4aPo/N1nGl6GrWH2TDbBv0Ish3YEB2cTTb703Y3IpGg0GhuPfTPKuxCNyhFAralDUeai5WfAHTCA3X4Iuw1d/Sh5GZ0zg8PoN0y/7ZEbj2fqPLWNlJ8udzHfmv3LTB6kURpKkbBCPOBlWNomhpZyadSwcC1SYCLpyMu1Kx5NFBjJanKTNwKqzW3MwDM9bpdpoXYes2U2NwOMiZk4slMtf9osrXENU7eB83+VCD42jd48C4W2i+bqMbC/akQ/8rlOZ3YURpGk+Rnzf+IhgfDPNsmH98Njh8uTvKHrlPHpBHJCfPySF5R47IiAjylXwnP8jP5G2iEp80Z6VJb9dzj/wVyZdfLgHhdA==</latexit>
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Beware of low dimensions
RMS-norm layernorm

Many normalization layers behave 
badly in low dimensions.

In high dimensions, normalization 
layers can make entries ~N(0,1), 
whose typical set is ~surface of 
hypersphere.

xin
<latexit sha1_base64="gzGUXcdYKz1Wt3bpJ+BPYDje82c=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARXJVEBF0W3bisYB/QhDCZTtqhkwczN9IS4sZfceNCEbf+hTv/xkmbhbYeGDiccy9zz/ETwRVY1rdRWVldW9+obta2tnd298z9g46KU0lZm8Yilj2fKCZ4xNrAQbBeIhkJfcG6/vim8LsPTCoeR/cwTZgbkmHEA04JaMkzj5yQwMgPsknuZQ6wCQBkPMpzz6xbDWsGvEzsktRRiZZnfjmDmKYhi4AKolTfthJwMyKBU8HympMqlhA6JkPW1zQiIVNuNkuQ41OtDHAQS/0iwDP190ZGQqWmoa8ni3vVoleI/3n9FIIrVwdKUmARnX8UpAJDjIs68IBLRkFMNSFUcn0rpiMiCQVdWk2XYC9GXiad84ZtNey7i3rzuqyjio7RCTpDNrpETXSLWqiNKHpEz+gVvRlPxovxbnzMRytGuXOI/sD4/AE+mpgI</latexit><latexit sha1_base64="h4ruEwJPGpLeACadEaG/Nyvh2Mc=">AAACJnicjVDLSsNAFJ3UV62vqBvBTbAIrkoigi6Lblwq2Ac0IUymk3boZBJmbqQlxK9x4cZfcaGIuPNTnLRZaOvCAwOHc+7lzjlBwpkC2/40KkvLK6tr1fXaxubW9o65u9dWcSoJbZGYx7IbYEU5E7QFDDjtJpLiKOC0E4yuCr9zT6VisbiDSUK9CA8ECxnBoCXfPHAjDMMgzMa5n7lAxwCQMZHnvlm3G/YU1iJxSlJHJf437puvbj8maUQFEI6V6jl2Al6GJTDCaV5zU0UTTEZ4QHuaChxR5WXTmLl1rJW+FcZSPwHWVP25keFIqUkU6MkilJr3CvEvr5dCeOHp1EkKVJDZoTDlFsRW0ZnVZ5IS4BNNMJFM/9UiQywxAd1sTUd35oMukvZpw7Ebzu1ZvXlZdlZFh+gInSAHnaMmukY3qIUIekCP6Bm9GU/Gi/FufMxGK0a5s49+wfj6Bh2sn4E=</latexit><latexit sha1_base64="h4ruEwJPGpLeACadEaG/Nyvh2Mc=">AAACJnicjVDLSsNAFJ3UV62vqBvBTbAIrkoigi6Lblwq2Ac0IUymk3boZBJmbqQlxK9x4cZfcaGIuPNTnLRZaOvCAwOHc+7lzjlBwpkC2/40KkvLK6tr1fXaxubW9o65u9dWcSoJbZGYx7IbYEU5E7QFDDjtJpLiKOC0E4yuCr9zT6VisbiDSUK9CA8ECxnBoCXfPHAjDMMgzMa5n7lAxwCQMZHnvlm3G/YU1iJxSlJHJf437puvbj8maUQFEI6V6jl2Al6GJTDCaV5zU0UTTEZ4QHuaChxR5WXTmLl1rJW+FcZSPwHWVP25keFIqUkU6MkilJr3CvEvr5dCeOHp1EkKVJDZoTDlFsRW0ZnVZ5IS4BNNMJFM/9UiQywxAd1sTUd35oMukvZpw7Ebzu1ZvXlZdlZFh+gInSAHnaMmukY3qIUIekCP6Bm9GU/Gi/FufMxGK0a5s49+wfj6Bh2sn4E=</latexit><latexit sha1_base64="h4ruEwJPGpLeACadEaG/Nyvh2Mc=">AAACJnicjVDLSsNAFJ3UV62vqBvBTbAIrkoigi6Lblwq2Ac0IUymk3boZBJmbqQlxK9x4cZfcaGIuPNTnLRZaOvCAwOHc+7lzjlBwpkC2/40KkvLK6tr1fXaxubW9o65u9dWcSoJbZGYx7IbYEU5E7QFDDjtJpLiKOC0E4yuCr9zT6VisbiDSUK9CA8ECxnBoCXfPHAjDMMgzMa5n7lAxwCQMZHnvlm3G/YU1iJxSlJHJf437puvbj8maUQFEI6V6jl2Al6GJTDCaV5zU0UTTEZ4QHuaChxR5WXTmLl1rJW+FcZSPwHWVP25keFIqUkU6MkilJr3CvEvr5dCeOHp1EkKVJDZoTDlFsRW0ZnVZ5IS4BNNMJFM/9UiQywxAd1sTUd35oMukvZpw7Ebzu1ZvXlZdlZFh+gInSAHnaMmukY3qIUIekCP6Bm9GU/Gi/FufMxGK0a5s49+wfj6Bh2sn4E=</latexit>

xout
<latexit sha1_base64="iN4BTwgyN6wZ+l3FhF/iIWGXaoA=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1gEVyURQZdFNy4r2Ac0IUymk3bo5MHMjbSE4MZfceNCEbd+hTv/xkmbhbYeuHA4517uvcdPBFdgWd9GZWV1bX2julnb2t7Z3TP3DzoqTiVlbRqLWPZ8opjgEWsDB8F6iWQk9AXr+uObwu8+MKl4HN3DNGFuSIYRDzgloCXPPHJCAiM/yCa5lznAJgCQxSnkuWfWrYY1A14mdknqqETLM7+cQUzTkEVABVGqb1sJuBmRwKlgec1JFUsIHZMh62sakZApN5u9kONTrQxwEEtdEeCZ+nsiI6FS09DXncXBatErxP+8fgrBlZvxKEmBRXS+KEgFhhgXeeABl4yCmGpCqOT6VkxHRBIKOrWaDsFefHmZdM4bttWw7y7qzesyjio6RifoDNnoEjXRLWqhNqLoET2jV/RmPBkvxrvxMW+tGOXMIfoD4/MHMeaYkw==</latexit><latexit sha1_base64="2b/fUojYGfABbYLmOGDe8KvQdbk=">AAACJ3icjVDLSsNAFJ3UV62vqCtxEyyCq5KIoMuiG5cK9gFNCJPppB06mYSZG2kJwa9x4cZfEUREl/6JkzYLbV14YOBwzr3cOSdIOFNg259GZWl5ZXWtul7b2Nza3jF399oqTiWhLRLzWHYDrChngraAAafdRFIcBZx2gtFV4XfuqVQsFncwSagX4YFgISMYtOSbB26EYRiE2Tj3MxfoGACyOIU898263bCnsBaJU5I6KvG/cd98dfsxSSMqgHCsVM+xE/AyLIERTvOamyqaYDLCA9rTVOCIKi+b5sytY630rTCW+gmwpurPjQxHSk2iQE8WqdS8V4h/eb0UwgsvYyJJgQoyOxSm3ILYKkqz+kxSAnyiCSaS6b9aZIglJqCrrenoznzQRdI+bTh2w7k9qzcvy86q6BAdoRPkoHPURNfoBrUQQQ/oET2jN+PJeDHejY/ZaMUod/bRLxhf3yPCoAw=</latexit><latexit sha1_base64="2b/fUojYGfABbYLmOGDe8KvQdbk=">AAACJ3icjVDLSsNAFJ3UV62vqCtxEyyCq5KIoMuiG5cK9gFNCJPppB06mYSZG2kJwa9x4cZfEUREl/6JkzYLbV14YOBwzr3cOSdIOFNg259GZWl5ZXWtul7b2Nza3jF399oqTiWhLRLzWHYDrChngraAAafdRFIcBZx2gtFV4XfuqVQsFncwSagX4YFgISMYtOSbB26EYRiE2Tj3MxfoGACyOIU898263bCnsBaJU5I6KvG/cd98dfsxSSMqgHCsVM+xE/AyLIERTvOamyqaYDLCA9rTVOCIKi+b5sytY630rTCW+gmwpurPjQxHSk2iQE8WqdS8V4h/eb0UwgsvYyJJgQoyOxSm3ILYKkqz+kxSAnyiCSaS6b9aZIglJqCrrenoznzQRdI+bTh2w7k9qzcvy86q6BAdoRPkoHPURNfoBrUQQQ/oET2jN+PJeDHejY/ZaMUod/bRLxhf3yPCoAw=</latexit><latexit sha1_base64="2b/fUojYGfABbYLmOGDe8KvQdbk=">AAACJ3icjVDLSsNAFJ3UV62vqCtxEyyCq5KIoMuiG5cK9gFNCJPppB06mYSZG2kJwa9x4cZfEUREl/6JkzYLbV14YOBwzr3cOSdIOFNg259GZWl5ZXWtul7b2Nza3jF399oqTiWhLRLzWHYDrChngraAAafdRFIcBZx2gtFV4XfuqVQsFncwSagX4YFgISMYtOSbB26EYRiE2Tj3MxfoGACyOIU898263bCnsBaJU5I6KvG/cd98dfsxSSMqgHCsVM+xE/AyLIERTvOamyqaYDLCA9rTVOCIKi+b5sytY630rTCW+gmwpurPjQxHSk2iQE8WqdS8V4h/eb0UwgsvYyJJgQoyOxSm3ILYKkqz+kxSAnyiCSaS6b9aZIglJqCrrenoznzQRdI+bTh2w7k9qzcvy86q6BAdoRPkoHPURNfoBrUQQQ/oET2jN+PJeDHejY/ZaMUod/bRLxhf3yPCoAw=</latexit>

<— Not so in low dimensions.

—> Avoid low dimensions! All tensor dimensions should be big numbers: [BxNxMxC] data 
batches, [NxM] weights

<latexit sha1_base64="JxHRnXx1zvRn44zTXY40VO6E3iU=">AAACM3icbVDLSgMxFM3UV62vqks3wSLUhWVGfG2Eohs3gq/aQltKJk3bYCYZkjvSMsyX+B1+gFv9AnEngiv/wfQhaOuBwLnn3svJPX4ouAHXfXVSU9Mzs3Pp+czC4tLySnZ17daoSFNWokooXfGJYYJLVgIOglVCzUjgC1b27077/fI904YreQO9kNUD0pa8xSkBKzWy+91GXAPWBYBYRZAk+Bj/1Ffn1ztS6SDJ/xriMkm2G9mcW3AHwJPEG5EcGuGikf2sNRWNAiaBCmJM1XNDqMdEA6eCJZlaZFhI6B1ps6qlkgTM1OPBeQneskoTt5S2TwIeqL83YhIY0wt8OxkQ6JjxXl/8t9cdGvx1h9ZR3V4ZRsAkHZq3IoFB4X5+uMk1oyB6lhCquf0/ph2iCQWbciZjk/HGc5gkt7sF76BwcLmXK56MMkqjDbSJ8shDh6iIztAFKiGKHtATekYvzqPz5rw7H8PRlDPaWUd/4Hx9A4UprNc=</latexit>

xout = RMS-norm(xin)
<latexit sha1_base64="MfeMqFrKgxEquhf79j/vmg+N4dc=">AAACJXicbVDLSgMxFM34tr6qLt0Ei6gLy4yIuhFEN26E+ugD7FAyaWqDmWRI7siUYT7B7/AD3OonuBPBlUt/w/Qh2OqBwMk593KSE0SCG3DdD2dsfGJyanpmNjc3v7C4lF9eqRgVa8rKVAmlawExTHDJysBBsFqkGQkDwarB3WnXr94zbbiS19CJmB+SW8lbnBKwUiO/mTTSOrAEAFIVQ5bhI/xzvzy/2pFKh9lWst3IF9yi2wP+S7wBKaABSo38V72paBwyCVQQY248NwI/JRo4FSzL1WPDIkLvyC27sVSSkBk/7X0owxtWaeKW0vZIwD3190ZKQmM6YWAnQwJtM+p1xX+9pB8wnA6tQz/lMoqBSdoPb8UCg8LdxnCTa0ZBdCwhVHP7fkzbRBMKttdczjbjjfbwl1R2i95+cf9ir3B8MuhoBq2hdbSFPHSAjtEZKqEyougBPaFn9OI8Oq/Om/PeHx1zBjuraAjO5zeWHKYc</latexit>

xout = RMS-norm(x)

<latexit sha1_base64="rtryFuBPQ/uBSV6ceFs7nt2mJl0=">AAACPnicbVDLSsNAFJ34rPVVdelmsAhuLIlIdSMU3bisYB/QhDCZTtohkwczN9IS8jt+hx/gVsEf0JW4den0sbCPAwOHc+7lzD1eIrgC0/wwVlbX1jc2C1vF7Z3dvf3SwWFTxamkrEFjEcu2RxQTPGIN4CBYO5GMhJ5gLS+4G/mtJyYVj6NHGCbMCUkv4j6nBLTklmqDTuDgGzxwMxvYAAAyHuX5SDzHti8Jzaw8C3JbpaEbLBlzS2WzYo6BF4k1JWU0Rd0tfdndmKYhi4AKolTHMhNwMiKBU8Hyop0qlhAakB7raBqRkCknG1+a41OtdLEfS/0iwGP1/0ZGQqWGoacnQwJ9Ne+NxKXeYBIwmw7+taPvTFJgEZ2E+6nAEONRlbjLJaMghpoQKrn+P6Z9oisDXXixqJux5ntYJM2LilWtVB8uy7XbaUcFdIxO0Bmy0BWqoXtURw1E0TN6RW/o3XgxPo1v42cyumJMd47QDIzfP/AesQQ=</latexit>

x[k] = xin[k]�
1

k

X

k

xin[k]
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pre-processing: 

• summary statistics: check the min/max and mean/variance to catch mistakes like
loading values in the range [0,255] when the model expects values in the range [0,1]. 

• shape: are you certain of each dimension and its size?

• sanity check with dummy data of prime dimensions: there are no common factors,
so mistaken reshaping/flattening/permuting will be more obvious. example: a
64x64x64x64 array can be permuted without knowing

• type: check for casting, especially to lower precision

• what’s -1 for a byte? how does standardization change integer data?

Data

[slide adapted from Evan Shelhamer]
11



Data
• A lot of your code will just be reshaping tensors

• What does reshape(X, (X.shape(0)*X.shape(1)) do? Is it column order or row
order?

• Tools like einops can make it much easier to avoid mistakes

• https://github.com/arogozhnikov/einops/tree/master/docs

12



Data augmentation

Training data

n o
,

n o
,

n o
,

…

x

“Fish”

“Grizzly”

“Chameleon”

y
<latexit sha1_base64="vxBEnhzMsLfh3VlVCSTOZDBJ93o=">AAACgHicfVHbahRBEO0db3G8Jfroy+AiBJF1OggGn4L64IuYgLsJbA+hprdmtklfhu6a6DLMF/iqH+ff2LNZISZiQcPpU6eq63SVjVaB8vzXKLlx89btO1t303v3Hzx8tL3zeBZc6yVOpdPOn5QQUCuLU1Kk8aTxCKbUeFyevR/yx+fog3L2C60aLAzUVlVKAkXqaHW6Pc4n+Tqy64BvwJht4vB0Z6TEwsnWoCWpIYQ5zxsqOvCkpMY+FW3ABuQZ1DiP0ILBUHTrSfvseWQWWeV8PJayNXu5ogMTwsqUUWmAluFqbiD/lZu3VO0XnbJNS2jlxUNVqzNy2WA7WyiPkvQqApBexVkzuQQPkuLnpKn4gNGMx0+x8ecGPZDzLzoBvjbwrY/mavFyQP8TKvtHGFFsafGrdMaAXXTCOm/6OS86obEioWfoacyFV/WShB9uQ8Ulr2Vp+jQuh19dxXUw25vwfMKPXo8P3m3WtMWesmdsl3H2hh2wj+yQTZlkyL6zH+xnkiS7yauEX0iT0abmCfsrkre/Ad2TxFY=</latexit><latexit sha1_base64="vxBEnhzMsLfh3VlVCSTOZDBJ93o=">AAACgHicfVHbahRBEO0db3G8Jfroy+AiBJF1OggGn4L64IuYgLsJbA+hprdmtklfhu6a6DLMF/iqH+ff2LNZISZiQcPpU6eq63SVjVaB8vzXKLlx89btO1t303v3Hzx8tL3zeBZc6yVOpdPOn5QQUCuLU1Kk8aTxCKbUeFyevR/yx+fog3L2C60aLAzUVlVKAkXqaHW6Pc4n+Tqy64BvwJht4vB0Z6TEwsnWoCWpIYQ5zxsqOvCkpMY+FW3ABuQZ1DiP0ILBUHTrSfvseWQWWeV8PJayNXu5ogMTwsqUUWmAluFqbiD/lZu3VO0XnbJNS2jlxUNVqzNy2WA7WyiPkvQqApBexVkzuQQPkuLnpKn4gNGMx0+x8ecGPZDzLzoBvjbwrY/mavFyQP8TKvtHGFFsafGrdMaAXXTCOm/6OS86obEioWfoacyFV/WShB9uQ8Ulr2Vp+jQuh19dxXUw25vwfMKPXo8P3m3WtMWesmdsl3H2hh2wj+yQTZlkyL6zH+xnkiS7yauEX0iT0abmCfsrkre/Ad2TxFY=</latexit><latexit sha1_base64="vxBEnhzMsLfh3VlVCSTOZDBJ93o=">AAACgHicfVHbahRBEO0db3G8Jfroy+AiBJF1OggGn4L64IuYgLsJbA+hprdmtklfhu6a6DLMF/iqH+ff2LNZISZiQcPpU6eq63SVjVaB8vzXKLlx89btO1t303v3Hzx8tL3zeBZc6yVOpdPOn5QQUCuLU1Kk8aTxCKbUeFyevR/yx+fog3L2C60aLAzUVlVKAkXqaHW6Pc4n+Tqy64BvwJht4vB0Z6TEwsnWoCWpIYQ5zxsqOvCkpMY+FW3ABuQZ1DiP0ILBUHTrSfvseWQWWeV8PJayNXu5ogMTwsqUUWmAluFqbiD/lZu3VO0XnbJNS2jlxUNVqzNy2WA7WyiPkvQqApBexVkzuQQPkuLnpKn4gNGMx0+x8ecGPZDzLzoBvjbwrY/mavFyQP8TKvtHGFFsafGrdMaAXXTCOm/6OS86obEioWfoacyFV/WShB9uQ8Ulr2Vp+jQuh19dxXUw25vwfMKPXo8P3m3WtMWesmdsl3H2hh2wj+yQTZlkyL6zH+xnkiS7yauEX0iT0abmCfsrkre/Ad2TxFY=</latexit><latexit sha1_base64="vxBEnhzMsLfh3VlVCSTOZDBJ93o=">AAACgHicfVHbahRBEO0db3G8Jfroy+AiBJF1OggGn4L64IuYgLsJbA+hprdmtklfhu6a6DLMF/iqH+ff2LNZISZiQcPpU6eq63SVjVaB8vzXKLlx89btO1t303v3Hzx8tL3zeBZc6yVOpdPOn5QQUCuLU1Kk8aTxCKbUeFyevR/yx+fog3L2C60aLAzUVlVKAkXqaHW6Pc4n+Tqy64BvwJht4vB0Z6TEwsnWoCWpIYQ5zxsqOvCkpMY+FW3ABuQZ1DiP0ILBUHTrSfvseWQWWeV8PJayNXu5ogMTwsqUUWmAluFqbiD/lZu3VO0XnbJNS2jlxUNVqzNy2WA7WyiPkvQqApBexVkzuQQPkuLnpKn4gNGMx0+x8ecGPZDzLzoBvjbwrY/mavFyQP8TKvtHGFFsafGrdMaAXXTCOm/6OS86obEioWfoacyFV/WShB9uQ8Ulr2Vp+jQuh19dxXUw25vwfMKPXo8P3m3WtMWesmdsl3H2hh2wj+yQTZlkyL6zH+xnkiS7yauEX0iT0abmCfsrkre/Ad2TxFY=</latexit>

n o
“Fish” Mirror

n o
“Fish” Crop

n o
“Fish” Crop

n o
“Fish” Darken

Data

Image © source unknown. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/ 13



Data space

Training data Test data

Idea: Train on randomly perturbed data, so that test set just 
looks like another random perturbation

This is called domain randomization or data augmentation
14



loss

iter

What does a good training curve look like?

loss

iter

loss

iter

Bad! 
Your data is too easy

Bad! 
You aren’t fitting your data

Good 
Fitting a hard problem

You roughly want to select data and parameters as: max_data min_params loss(data, params)

15



Domain randomization

Above example is from [Tobin, Fong, Ray et al. 2017]

Training data
<latexit sha1_base64="4gXZsPFg4PMoPOoO47pTNWzkob0=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBm0sYyQL0iOMLe3lyzZ2zt35wIh5HfYWChi64+x89+4Sa7QxAcDj/dmmJkXpFIYdN1vp7C1vbO7V9wvHRweHZ+UT8/aJsk04y2WyER3AzBcCsVbKFDybqo5xIHknWB8v/A7E66NSFQTpyn3YxgqEQkGaCW/qUEooYY0BIRBueJW3SXoJvFyUiE5GoPyVz9MWBZzhUyCMT3PTdGfgUbBJJ+X+pnhKbAxDHnPUgUxN/5sefScXlklpFGibSmkS/X3xAxiY6ZxYDtjwJFZ9xbif14vw+jWnwmVZsgVWy2KMkkxoYsEaCg0ZyinlgDTwt5K2Qg0MLQ5lWwI3vrLm6Rdq3pu1XusVep3eRxFckEuyTXxyA2pkwfSIC3CyBN5Jq/kzZk4L86787FqLTj5zDn5A+fzB45lkfA=</latexit><latexit sha1_base64="4gXZsPFg4PMoPOoO47pTNWzkob0=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBm0sYyQL0iOMLe3lyzZ2zt35wIh5HfYWChi64+x89+4Sa7QxAcDj/dmmJkXpFIYdN1vp7C1vbO7V9wvHRweHZ+UT8/aJsk04y2WyER3AzBcCsVbKFDybqo5xIHknWB8v/A7E66NSFQTpyn3YxgqEQkGaCW/qUEooYY0BIRBueJW3SXoJvFyUiE5GoPyVz9MWBZzhUyCMT3PTdGfgUbBJJ+X+pnhKbAxDHnPUgUxN/5sefScXlklpFGibSmkS/X3xAxiY6ZxYDtjwJFZ9xbif14vw+jWnwmVZsgVWy2KMkkxoYsEaCg0ZyinlgDTwt5K2Qg0MLQ5lWwI3vrLm6Rdq3pu1XusVep3eRxFckEuyTXxyA2pkwfSIC3CyBN5Jq/kzZk4L86787FqLTj5zDn5A+fzB45lkfA=</latexit><latexit sha1_base64="4gXZsPFg4PMoPOoO47pTNWzkob0=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBm0sYyQL0iOMLe3lyzZ2zt35wIh5HfYWChi64+x89+4Sa7QxAcDj/dmmJkXpFIYdN1vp7C1vbO7V9wvHRweHZ+UT8/aJsk04y2WyER3AzBcCsVbKFDybqo5xIHknWB8v/A7E66NSFQTpyn3YxgqEQkGaCW/qUEooYY0BIRBueJW3SXoJvFyUiE5GoPyVz9MWBZzhUyCMT3PTdGfgUbBJJ+X+pnhKbAxDHnPUgUxN/5sefScXlklpFGibSmkS/X3xAxiY6ZxYDtjwJFZ9xbif14vw+jWnwmVZsgVWy2KMkkxoYsEaCg0ZyinlgDTwt5K2Qg0MLQ5lWwI3vrLm6Rdq3pu1XusVep3eRxFckEuyTXxyA2pkwfSIC3CyBN5Jq/kzZk4L86787FqLTj5zDn5A+fzB45lkfA=</latexit><latexit sha1_base64="4gXZsPFg4PMoPOoO47pTNWzkob0=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBm0sYyQL0iOMLe3lyzZ2zt35wIh5HfYWChi64+x89+4Sa7QxAcDj/dmmJkXpFIYdN1vp7C1vbO7V9wvHRweHZ+UT8/aJsk04y2WyER3AzBcCsVbKFDybqo5xIHknWB8v/A7E66NSFQTpyn3YxgqEQkGaCW/qUEooYY0BIRBueJW3SXoJvFyUiE5GoPyVz9MWBZzhUyCMT3PTdGfgUbBJJ+X+pnhKbAxDHnPUgUxN/5sefScXlklpFGibSmkS/X3xAxiY6ZxYDtjwJFZ9xbif14vw+jWnwmVZsgVWy2KMkkxoYsEaCg0ZyinlgDTwt5K2Qg0MLQ5lWwI3vrLm6Rdq3pu1XusVep3eRxFckEuyTXxyA2pkwfSIC3CyBN5Jq/kzZk4L86787FqLTj5zDn5A+fzB45lkfA=</latexit>

Test data
<latexit sha1_base64="CL13TSGHTXX83KUz8wOKXVyvItw=">AAACVXicfZDbSgMxEIaz66nWs156EyyCiJRdL9RLUS+8EStYD7RFZtNpDSbZJZkVy9Kn8FafS3wYwbRW8IQDgY9//jAzf5Ip6SiKXoNwbHxicqo0XZ6ZnZtfWFxavnBpbgXWRapSe5WAQyUN1kmSwqvMIuhE4WVydzjoX96jdTI159TLsKWha2RHCiAvXZ+jI94GgpvFSlSNhsV/QzyCChtV7WYp2Gm2U5FrNCQUONeIo4xaBViSQmG/3MwdZiDuoIsNjwY0ulYx3LjP173S5p3U+meID9WvPwrQzvV04p0a6Nb97A3Ev3qNnDp7rUKaLCc04mNQJ1ecUj44n7elRUGq5wGElX5XLm7BgiAfUvnbmCTRfa8coT/P4okfdZqhBUrtZtEE29Xw0PfndptbA/rPKM2n0ZNPOv6Z62+42K7GUTU+267sH4wyL7FVtsY2WMx22T47ZjVWZ4Jp9sie2HPwEryF4+HkhzUMRn9W2LcKF94Blr61EA==</latexit><latexit sha1_base64="CL13TSGHTXX83KUz8wOKXVyvItw=">AAACVXicfZDbSgMxEIaz66nWs156EyyCiJRdL9RLUS+8EStYD7RFZtNpDSbZJZkVy9Kn8FafS3wYwbRW8IQDgY9//jAzf5Ip6SiKXoNwbHxicqo0XZ6ZnZtfWFxavnBpbgXWRapSe5WAQyUN1kmSwqvMIuhE4WVydzjoX96jdTI159TLsKWha2RHCiAvXZ+jI94GgpvFSlSNhsV/QzyCChtV7WYp2Gm2U5FrNCQUONeIo4xaBViSQmG/3MwdZiDuoIsNjwY0ulYx3LjP173S5p3U+meID9WvPwrQzvV04p0a6Nb97A3Ev3qNnDp7rUKaLCc04mNQJ1ecUj44n7elRUGq5wGElX5XLm7BgiAfUvnbmCTRfa8coT/P4okfdZqhBUrtZtEE29Xw0PfndptbA/rPKM2n0ZNPOv6Z62+42K7GUTU+267sH4wyL7FVtsY2WMx22T47ZjVWZ4Jp9sie2HPwEryF4+HkhzUMRn9W2LcKF94Blr61EA==</latexit><latexit sha1_base64="CL13TSGHTXX83KUz8wOKXVyvItw=">AAACVXicfZDbSgMxEIaz66nWs156EyyCiJRdL9RLUS+8EStYD7RFZtNpDSbZJZkVy9Kn8FafS3wYwbRW8IQDgY9//jAzf5Ip6SiKXoNwbHxicqo0XZ6ZnZtfWFxavnBpbgXWRapSe5WAQyUN1kmSwqvMIuhE4WVydzjoX96jdTI159TLsKWha2RHCiAvXZ+jI94GgpvFSlSNhsV/QzyCChtV7WYp2Gm2U5FrNCQUONeIo4xaBViSQmG/3MwdZiDuoIsNjwY0ulYx3LjP173S5p3U+meID9WvPwrQzvV04p0a6Nb97A3Ev3qNnDp7rUKaLCc04mNQJ1ecUj44n7elRUGq5wGElX5XLm7BgiAfUvnbmCTRfa8coT/P4okfdZqhBUrtZtEE29Xw0PfndptbA/rPKM2n0ZNPOv6Z62+42K7GUTU+267sH4wyL7FVtsY2WMx22T47ZjVWZ4Jp9sie2HPwEryF4+HkhzUMRn9W2LcKF94Blr61EA==</latexit><latexit sha1_base64="CL13TSGHTXX83KUz8wOKXVyvItw=">AAACVXicfZDbSgMxEIaz66nWs156EyyCiJRdL9RLUS+8EStYD7RFZtNpDSbZJZkVy9Kn8FafS3wYwbRW8IQDgY9//jAzf5Ip6SiKXoNwbHxicqo0XZ6ZnZtfWFxavnBpbgXWRapSe5WAQyUN1kmSwqvMIuhE4WVydzjoX96jdTI159TLsKWha2RHCiAvXZ+jI94GgpvFSlSNhsV/QzyCChtV7WYp2Gm2U5FrNCQUONeIo4xaBViSQmG/3MwdZiDuoIsNjwY0ulYx3LjP173S5p3U+meID9WvPwrQzvV04p0a6Nb97A3Ev3qNnDp7rUKaLCc04mNQJ1ecUj44n7elRUGq5wGElX5XLm7BgiAfUvnbmCTRfa8coT/P4okfdZqhBUrtZtEE29Xw0PfndptbA/rPKM2n0ZNPOv6Z62+42K7GUTU+267sH4wyL7FVtsY2WMx22T47ZjVWZ4Jp9sie2HPwEryF4+HkhzUMRn9W2LcKF94Blr61EA==</latexit>

[Sadeghi & Levine 2016]© Tobin, et al. All rights reserved. This 
content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/ 16



Domain gap between             and             will cause 
us to fail to generalize.  

Space of images

psource
<latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit><latexit sha1_base64="vaALgwqp7UHoQMqUQNTrbkVrMAo=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzARBwZegefAlGMHdBLaHpaa3ZrZJX4buGs0yzLf4qp+Uv7FndwVNxIKGU6dOVdelqJX0lKZXg2jn1u07d3fvxfcfPHz0eLj3ZOpt4wROhFXWnRfgUUmDE5Kk8Lx2CLpQeFZcfOjjZ1/ReWnNF1rVmGuojCylAArUfLhfz1tOeElE7aZo182Ho3Scri25CbItGLGtnc73BlO+sKLRaEgo8H6WpTXlLTiSQmEX88ZjDeICKpwFaECjz9t1913yLDCLpLQuPEPJmv0zowXt/UoXQamBlv56rCf/FZs1VL7NW2nqhtCIzUdloxKySb+KZCEdClKrAEA4GXpNxBIcCAoLi2N+jGEYhyeh8KcaHZB1L1sOrtJw2YXhKv6qR/8TSvNbGFDMDX4TVmswi5Yb63Q3y/KWKyyJqyk6GmXcyWpJ3PVeF4dLZNf3fhNMD8dZOs4+vx4dvd/eZJcdsKfsOcvYG3bEPrJTNmGCrdh39oP9jHaiF1EaHW6k0WCbs8/+sujdL7ZIxe0=</latexit>

ptarget
<latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit><latexit sha1_base64="gn/SjYy0NI2S5kYJAYkkISuqsUI=">AAACgXicfVHbahRBEO2deInjbWMe8zK4CCqyzATBgC9BfchLMIK7CWwPS01vzWyTvgzdNTHLMN/iq36Sf5OezQqaiAUNp0+d6q46VdRKekrTX4No687de/e3H8QPHz1+8nS482zqbeMEToRV1p0V4FFJgxOSpPCsdgi6UHhanH/s86cX6Ly05iutasw1VEaWUgAFaj7crectJ7wkopbAVUhdNx+O0nG6juQ2yDZgxDZxMt8ZTPnCikajIaHA+1mW1pS34EgKhV3MG481iHOocBagAY0+b9fdd8mLwCyS0rpwDCVr9s+KFrT3K10EpQZa+pu5nvxXbtZQeZC30tQNoRHXH5WNSsgmvRXJQjoUpFYBgHAy9JqIJTgQFAyLY/4JwzAOj8PDn2t0QNa9bnkwScNlF4ar+Jse/U8ozW9hQDE3+E1YrcEsWm6s090sy1uusCSupuholHEnqyVx19+6OGwiu+n7bTDdH2fpOPvydnT4YbOTbbbHnrOXLGPv2CE7YidswgRbse/sB/sZbUWvojTav5ZGg03NLvsrovdXoYrF4w==</latexit>

target domain 
(where we actual use our model)

Target data

source domain

Source data

© OpenAI, Tobin, et al. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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[https://openai.com/blog/learning-dexterity/]

• High train accuracy can mean problem is
too easy

• Add more data to make problem harder

© OpenAI, Tobin, et al. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/

18

https://openai.com/blog/learning-dexterity/


In the academy we typically take data as fixed, and design 
models that learn from it

!
<latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit>

!
<latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit>

f : X ! Y
<latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit>

LearnerData
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In industry, it’s usually then other way around. We use a 
standard learning algorithm, and get to collect data to 
instruct it

!
<latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit>

!
<latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit><latexit sha1_base64="sVBkjs/c+hJlwPgmxP0/MoyXMvk=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPSUDbbTbt0kw27E6WE/gwvHhTx6q/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdkBouRcJbKFDybqo5jUPJO+H4duZ3Hrk2QiUPOEl5ENNhIiLBKFrJ72kxHCHVWj31qzW37s5BVolXkBoUaParX72BYlnME2SSGuN7bopBTjUKJvm00ssMTykb0yH3LU1ozE2Qz0+ekjOrDEiktK0EyVz9PZHT2JhJHNrOmOLILHsz8T/PzzC6DnKRpBnyhC0WRZkkqMjsfzIQmjOUE0so08LeStiIasrQplSxIXjLL6+S9kXdc+ve/WWtcVPEUYYTOIVz8OAKGnAHTWgBAwXP8ApvDjovzrvzsWgtOcXMMfyB8/kDwruRjQ==</latexit>

f : X ! Y
<latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit><latexit sha1_base64="HYPSq+DctLdg9hrnUlynFDqraoE=">AAACTnicfZDfShtBFMZn0z/GaGu0l70ZjIKUEnZFULyS1oveFBWMRrIhnJ2c3QzOziwzZ1vDklfprX2c3vZFeic6iSm0Kh4Y+PGdb2bO+ZJCSUdh+DuovXj56vVCfbGxtPzm7Upzde3MmdIK7AijjO0m4FBJjR2SpLBbWIQ8UXieXH6e9s+/oXXS6FMaF9jPIdMylQLIS4PmWrrPuzy2MhsRWGu+84tBsxW2w1nxxxDNocXmdTxYDTbioRFljpqEAud6UVhQvwJLUiicNOLSYQHiEjLsedSQo+tXs+EnfNMrQ54a648mPlP/vVFB7tw4T7wzBxq5h72p+FSvV1K616+kLkpCLe4/SkvFyfBpEnwoLQpSYw8grPSzcjECC4J8Xo1GfIh+GYtf/cNHBVogYz9UMdgsh6uJXy6LP07pOaPUf42efK7RwxQfw9l2Owrb0clO6+DTPOE6e8/W2RaL2C47YF/YMeswwa7YD3bNfga/gj/BTXB7b60F8zvv2H9Vq98BlhezeQ==</latexit>

LearnerData

20



Which is the hardest prediction problem?

“It __”

NN“Call me __” ?

“All happy families __” ?NN

NN ?

Prediction gets easier the longer the input!
21



NN
<latexit sha1_base64="unY3bcz7H/q+k5x6YDo+Zo3Ydto=">AAAB/XicbVDLSsNAFL2prxpfVZdugkVwVRKR6rLoxmUL9gFtKJPpTTt0MgkzE7GE4ge41U9wJ279Fr/A33DaZmGrBy4czrmXczlBwpnSrvtlFdbWNza3itv2zu7e/kHp8Kil4lRSbNKYx7ITEIWcCWxqpjl2EokkCji2g/HtzG8/oFQsFvd6kqAfkaFgIaNEG6nR6ZfKbsWdw/lLvJyUIUe9X/ruDWKaRig05USprucm2s+I1IxynNq9VGFC6JgMsWuoIBEqP5s/OnXOjDJwwliaEdqZq78vMhIpNYkCsxkRPVKr3kz813tcBCyn6/Daz5hIUo2CLsLDlDs6dmZNOAMmkWo+MYRQycz/Dh0RSag2fdm2acZb7eEvaV1UvGql2rgs127yjopwAqdwDh5cQQ3uoA5NoIDwDC/waj1Zb9a79bFYLVj5zTEswfr8AYQ5lX0=</latexit>

X
<latexit sha1_base64="Kg96cu3EFohCiAThwyG88xjBlGg=">AAAB/XicbVDLSsNAFL2prxpfVZdugkVwVRKR6rLoxmUL9iFtKJPpTTt0MgkzE7GU4ge41U9wJ279Fr/A33DaZmFbD1w4nHMv53KChDOlXffbyq2tb2xu5bftnd29/YPC4VFDxamkWKcxj2UrIAo5E1jXTHNsJRJJFHBsBsPbqd98RKlYLO71KEE/In3BQkaJNlLtoVsouiV3BmeVeBkpQoZqt/DT6cU0jVBoyolSbc9NtD8mUjPKcWJ3UoUJoUPSx7ahgkSo/PHs0YlzZpSeE8bSjNDOTP17MSaRUqMoMJsR0QO17E3Ff72necBiug6v/TETSapR0Hl4mHJHx860CafHJFLNR4YQKpn536EDIgnVpi/bNs14yz2sksZFySuXyrXLYuUm6ygPJ3AK5+DBFVTgDqpQBwoIL/AKb9az9W59WJ/z1ZyV3RzDAqyvX4XSlX4=</latexit>

Y

You can change your data to make the learning work 
better!

We will treat our prediction targets as fixed (given)

Chemical formula drug effectiveness

Folding structure

Patient age

Suppose you are designing a pharmaceutical drug

Patient biopsy

… the universe
22



Adding info to X reduces uncertainty over Y

• It’s really hard to model a complicated distribution, P(Y|X), over all the possible
values of Y for some given observation X (we will get to this in the generative
modeling lectures).

• Standard NN regression outputs a single point prediction for each X.

• The hack is to put so much info in X that P(Y|X) looks like a single point!

<latexit sha1_base64="unY3bcz7H/q+k5x6YDo+Zo3Ydto=">AAAB/XicbVDLSsNAFL2prxpfVZdugkVwVRKR6rLoxmUL9gFtKJPpTTt0MgkzE7GE4ge41U9wJ279Fr/A33DaZmGrBy4czrmXczlBwpnSrvtlFdbWNza3itv2zu7e/kHp8Kil4lRSbNKYx7ITEIWcCWxqpjl2EokkCji2g/HtzG8/oFQsFvd6kqAfkaFgIaNEG6nR6ZfKbsWdw/lLvJyUIUe9X/ruDWKaRig05USprucm2s+I1IxynNq9VGFC6JgMsWuoIBEqP5s/OnXOjDJwwliaEdqZq78vMhIpNYkCsxkRPVKr3kz813tcBCyn6/Daz5hIUo2CLsLDlDs6dmZNOAMmkWo+MYRQycz/Dh0RSag2fdm2acZb7eEvaV1UvGql2rgs127yjopwAqdwDh5cQQ3uoA5NoIDwDC/waj1Zb9a79bFYLVj5zTEswfr8AYQ5lX0=</latexit>

X
<latexit sha1_base64="Kg96cu3EFohCiAThwyG88xjBlGg=">AAAB/XicbVDLSsNAFL2prxpfVZdugkVwVRKR6rLoxmUL9iFtKJPpTTt0MgkzE7GU4ge41U9wJ279Fr/A33DaZmFbD1w4nHMv53KChDOlXffbyq2tb2xu5bftnd29/YPC4VFDxamkWKcxj2UrIAo5E1jXTHNsJRJJFHBsBsPbqd98RKlYLO71KEE/In3BQkaJNlLtoVsouiV3BmeVeBkpQoZqt/DT6cU0jVBoyolSbc9NtD8mUjPKcWJ3UoUJoUPSx7ahgkSo/PHs0YlzZpSeE8bSjNDOTP17MSaRUqMoMJsR0QO17E3Ff72necBiug6v/TETSapR0Hl4mHJHx860CafHJFLNR4YQKpn536EDIgnVpi/bNs14yz2sksZFySuXyrXLYuUm6ygPJ3AK5+DBFVTgDqpQBwoIL/AKb9az9W59WJ/z1ZyV3RzDAqyvX4XSlX4=</latexit>

Y

23



Evolution of image generation

2019: StyleGAN2

2021: DALL-E

“an illustration 
of a baby daikon 
radish in a tutu 
walking a dog”

Learner

<latexit sha1_base64="muXlT3Oft49V98hZpKKehkVmNxQ=">AAACA3icbVDLSsNAFL2prxpfVZduBovgqiQi1WWpG5cVbCs0oUymk3ToZBJmJmIJXfoBbvUT3IlbP8Qv8DectlnY1gMXDufcy7mcIOVMacf5tkpr6xubW+Vte2d3b/+gcnjUUUkmCW2ThCfyIcCKciZoWzPN6UMqKY4DTrvB6Gbqdx+pVCwR93qcUj/GkWAhI1gbqes1WRR5eb9SdWrODGiVuAWpQoFWv/LjDRKSxVRowrFSPddJtZ9jqRnhdGJ7maIpJiMc0Z6hAsdU+fns3Qk6M8oAhYk0IzSaqX8vchwrNY4DsxljPVTL3lT813uaByym6/Daz5lIM00FmYeHGUc6QdM+0IBJSjQfG4KJZOZ/RIZYYqJNa7ZtmnGXe1glnYuaW6/V7y6rjWbRURlO4BTOwYUraMAttKANBEbwAq/wZj1b79aH9TlfLVnFzTEswPr6BSIhmA0=</latexit>( <latexit sha1_base64="muXlT3Oft49V98hZpKKehkVmNxQ=">AAACA3icbVDLSsNAFL2prxpfVZduBovgqiQi1WWpG5cVbCs0oUymk3ToZBJmJmIJXfoBbvUT3IlbP8Qv8DectlnY1gMXDufcy7mcIOVMacf5tkpr6xubW+Vte2d3b/+gcnjUUUkmCW2ThCfyIcCKciZoWzPN6UMqKY4DTrvB6Gbqdx+pVCwR93qcUj/GkWAhI1gbqes1WRR5eb9SdWrODGiVuAWpQoFWv/LjDRKSxVRowrFSPddJtZ9jqRnhdGJ7maIpJiMc0Z6hAsdU+fns3Qk6M8oAhYk0IzSaqX8vchwrNY4DsxljPVTL3lT813uaByym6/Daz5lIM00FmYeHGUc6QdM+0IBJSjQfG4KJZOZ/RIZYYqJNa7ZtmnGXe1glnYuaW6/V7y6rjWbRURlO4BTOwYUraMAttKANBEbwAq/wZj1b79aH9TlfLVnFzTEswPr6BSIhmA0=</latexit> (

<latexit sha1_base64="aluUZBflOsJjZvPbujGJ8KeYuiY=">AAAB/XicbVDLSsNAFL2pr1pfVZdugkVwISURqS6Lbly2YB/QhjKZ3rRDJ5MwMxFLKH6AW/0Ed+LWb/EL/A2nbRa29cCFwzn3ci7HjzlT2nG+rdza+sbmVn67sLO7t39QPDxqqiiRFBs04pFs+0QhZwIbmmmO7VgiCX2OLX90N/VbjygVi8SDHsfohWQgWMAo0UaqX/SKJafszGCvEjcjJchQ6xV/uv2IJiEKTTlRquM6sfZSIjWjHCeFbqIwJnREBtgxVJAQlZfOHp3YZ0bp20EkzQhtz9S/FykJlRqHvtkMiR6qZW8q/us9zQMW03Vw46VMxIlGQefhQcJtHdnTJuw+k0g1HxtCqGTmf5sOiSRUm74KBdOMu9zDKmlelt1KuVK/KlVvs47ycAKncA4uXEMV7qEGDaCA8AKv8GY9W+/Wh/U5X81Z2c0xLMD6+gU97ZVR</latexit>,

<latexit sha1_base64="muXlT3Oft49V98hZpKKehkVmNxQ=">AAACA3icbVDLSsNAFL2prxpfVZduBovgqiQi1WWpG5cVbCs0oUymk3ToZBJmJmIJXfoBbvUT3IlbP8Qv8DectlnY1gMXDufcy7mcIOVMacf5tkpr6xubW+Vte2d3b/+gcnjUUUkmCW2ThCfyIcCKciZoWzPN6UMqKY4DTrvB6Gbqdx+pVCwR93qcUj/GkWAhI1gbqes1WRR5eb9SdWrODGiVuAWpQoFWv/LjDRKSxVRowrFSPddJtZ9jqRnhdGJ7maIpJiMc0Z6hAsdU+fns3Qk6M8oAhYk0IzSaqX8vchwrNY4DsxljPVTL3lT813uaByym6/Daz5lIM00FmYeHGUc6QdM+0IBJSjQfG4KJZOZ/RIZYYqJNa7ZtmnGXe1glnYuaW6/V7y6rjWbRURlO4BTOwYUraMAttKANBEbwAq/wZj1b79aH9TlfLVnFzTEswPr6BSIhmA0=</latexit> (<latexit sha1_base64="muXlT3Oft49V98hZpKKehkVmNxQ=">AAACA3icbVDLSsNAFL2prxpfVZduBovgqiQi1WWpG5cVbCs0oUymk3ToZBJmJmIJXfoBbvUT3IlbP8Qv8DectlnY1gMXDufcy7mcIOVMacf5tkpr6xubW+Vte2d3b/+gcnjUUUkmCW2ThCfyIcCKciZoWzPN6UMqKY4DTrvB6Gbqdx+pVCwR93qcUj/GkWAhI1gbqes1WRR5eb9SdWrODGiVuAWpQoFWv/LjDRKSxVRowrFSPddJtZ9jqRnhdGJ7maIpJiMc0Z6hAsdU+fns3Qk6M8oAhYk0IzSaqX8vchwrNY4DsxljPVTL3lT813uaByym6/Daz5lIM00FmYeHGUc6QdM+0IBJSjQfG4KJZOZ/RIZYYqJNa7ZtmnGXe1glnYuaW6/V7y6rjWbRURlO4BTOwYUraMAttKANBEbwAq/wZj1b79aH9TlfLVnFzTEswPr6BSIhmA0=</latexit>(

Learner

A generative 
model that can 

only make frontal 
views of faces

Can make 
basically any 

image you can 
think of

24



You can change your data to make the learning work 
better!

• Use big data

• Big as in lots of {x,y} training pairs

• Big as in x is a big object, replete with information (+ high-dimensional)

• (Big as in y is a big object too)

25



Model Keep it as simple as possible!

Why keep it simple? 

• easy to build, debug, share

• tractable to understand, make robust, build theories around

• simple models also work better (Occam’s razor, Solomonoff Induction)

• if you focus on simplicity you will have an unfair advantage

do your first experiment with the simplest possible model w/ and w/o your idea 

26



Model

start with a standard and popular model (popularity matters more than performance) 

if you have an image classification problem, you might try: 

if you have text problem, you might try: 

find popular models and code here: https://paperswithcode.com/

model = torch.hub.load('pytorch/vision:v0.9.0', 'resnet18')

https://huggingface.co/

https://pytorch.org/hub/pytorch_vision_resnet/

27



Model

stand on the shoulders of giants 

use pretrained models  

(but be aware of their flaws and 
limitations)

Top © Robin Rombach and Patrick Esser and 
contributors. Bottom © DeepMind 
Technologies Limited. All rights reserved. 
This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/ 28



Model

Transform your problem into a “solved” problem

• Case study: transforming image colorization to image classification

[c.f. the strategy of “polynomial-time reduction”]
29



Image colorization

Training data

n o
,

n o
,

n o
,

…

x y

Input x Output y

[Zhang, Isola, Efros, ECCV 2016]

f
<latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit>

argmin
f2F

NX

i=1

L(f(x(i),y(i))
<latexit sha1_base64="hMWUu/qzBbcIwSAhtt+uwqyrlHY=">AAACyXicfVHbbtQwEPWGWwm3LTzyYrFC2qJqlVRI9KVSBQghcSsSu1uxTleOd5K1ajvBdmAXK0/8GL/BD/AKn4CTpgJaxEiWzpwzI8+cSUvBjY2ib73gwsVLl69sXA2vXb9x81Z/8/bEFJVmMGaFKPRhSg0IrmBsuRVwWGqgMhUwTY+fNPr0I2jDC/XOrktIJM0Vzzij1lPz/ntCdS65mrsME64wkdQuGRXuWV1jYio5d3wvro9e/1Ze1sNs2GZp5lb1kRvyrXobnzLrjtma9wfRKGoDnwdxBwaoi4P5Zm9KFgWrJCjLBDVmFkelTRzVljMBdUgqAyVlxzSHmYeKSjCJa02o8X3PLHBWaP+UxS37Z4ej0pi1TH1lM6k5qzXkv7RZZbPdxHFVVhYUO/koqwS2BW4cxQuugVmx9oAyzf2smC2ppsx638OQKPjECimpWjiiCi3rWZw4IiCzRExA20FMNM+Xlugm81s+Bb+9hld+kjclaGoL/cC1d6Kr2ruRk+0G/a+Qq9NCj8LQnyI+a/x5MNkZxdEofvtwsP+4O8oGuovuoSGK0SO0j56jAzRGDH1F39EP9DN4EXwIVsHnk9Kg1/XcQX9F8OUXB/Hh9Q==</latexit><latexit sha1_base64="hMWUu/qzBbcIwSAhtt+uwqyrlHY=">AAACyXicfVHbbtQwEPWGWwm3LTzyYrFC2qJqlVRI9KVSBQghcSsSu1uxTleOd5K1ajvBdmAXK0/8GL/BD/AKn4CTpgJaxEiWzpwzI8+cSUvBjY2ib73gwsVLl69sXA2vXb9x81Z/8/bEFJVmMGaFKPRhSg0IrmBsuRVwWGqgMhUwTY+fNPr0I2jDC/XOrktIJM0Vzzij1lPz/ntCdS65mrsME64wkdQuGRXuWV1jYio5d3wvro9e/1Ze1sNs2GZp5lb1kRvyrXobnzLrjtma9wfRKGoDnwdxBwaoi4P5Zm9KFgWrJCjLBDVmFkelTRzVljMBdUgqAyVlxzSHmYeKSjCJa02o8X3PLHBWaP+UxS37Z4ej0pi1TH1lM6k5qzXkv7RZZbPdxHFVVhYUO/koqwS2BW4cxQuugVmx9oAyzf2smC2ppsx638OQKPjECimpWjiiCi3rWZw4IiCzRExA20FMNM+Xlugm81s+Bb+9hld+kjclaGoL/cC1d6Kr2ruRk+0G/a+Qq9NCj8LQnyI+a/x5MNkZxdEofvtwsP+4O8oGuovuoSGK0SO0j56jAzRGDH1F39EP9DN4EXwIVsHnk9Kg1/XcQX9F8OUXB/Hh9Q==</latexit><latexit sha1_base64="hMWUu/qzBbcIwSAhtt+uwqyrlHY=">AAACyXicfVHbbtQwEPWGWwm3LTzyYrFC2qJqlVRI9KVSBQghcSsSu1uxTleOd5K1ajvBdmAXK0/8GL/BD/AKn4CTpgJaxEiWzpwzI8+cSUvBjY2ib73gwsVLl69sXA2vXb9x81Z/8/bEFJVmMGaFKPRhSg0IrmBsuRVwWGqgMhUwTY+fNPr0I2jDC/XOrktIJM0Vzzij1lPz/ntCdS65mrsME64wkdQuGRXuWV1jYio5d3wvro9e/1Ze1sNs2GZp5lb1kRvyrXobnzLrjtma9wfRKGoDnwdxBwaoi4P5Zm9KFgWrJCjLBDVmFkelTRzVljMBdUgqAyVlxzSHmYeKSjCJa02o8X3PLHBWaP+UxS37Z4ej0pi1TH1lM6k5qzXkv7RZZbPdxHFVVhYUO/koqwS2BW4cxQuugVmx9oAyzf2smC2ppsx638OQKPjECimpWjiiCi3rWZw4IiCzRExA20FMNM+Xlugm81s+Bb+9hld+kjclaGoL/cC1d6Kr2ruRk+0G/a+Qq9NCj8LQnyI+a/x5MNkZxdEofvtwsP+4O8oGuovuoSGK0SO0j56jAzRGDH1F39EP9DN4EXwIVsHnk9Kg1/XcQX9F8OUXB/Hh9Q==</latexit><latexit sha1_base64="hMWUu/qzBbcIwSAhtt+uwqyrlHY=">AAACyXicfVHbbtQwEPWGWwm3LTzyYrFC2qJqlVRI9KVSBQghcSsSu1uxTleOd5K1ajvBdmAXK0/8GL/BD/AKn4CTpgJaxEiWzpwzI8+cSUvBjY2ib73gwsVLl69sXA2vXb9x81Z/8/bEFJVmMGaFKPRhSg0IrmBsuRVwWGqgMhUwTY+fNPr0I2jDC/XOrktIJM0Vzzij1lPz/ntCdS65mrsME64wkdQuGRXuWV1jYio5d3wvro9e/1Ze1sNs2GZp5lb1kRvyrXobnzLrjtma9wfRKGoDnwdxBwaoi4P5Zm9KFgWrJCjLBDVmFkelTRzVljMBdUgqAyVlxzSHmYeKSjCJa02o8X3PLHBWaP+UxS37Z4ej0pi1TH1lM6k5qzXkv7RZZbPdxHFVVhYUO/koqwS2BW4cxQuugVmx9oAyzf2smC2ppsx638OQKPjECimpWjiiCi3rWZw4IiCzRExA20FMNM+Xlugm81s+Bb+9hld+kjclaGoL/cC1d6Kr2ruRk+0G/a+Qq9NCj8LQnyI+a/x5MNkZxdEofvtwsP+4O8oGuovuoSGK0SO0j56jAzRGDH1F39EP9DN4EXwIVsHnk9Kg1/XcQX9F8OUXB/Hh9Q==</latexit>

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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f
<latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit>

x 2 RH⇥W⇥1
<latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit>

y 2 RH⇥W⇥2
<latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit>

[Zhang, Isola, Efros, ECCV 2016]

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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f
<latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit>

Grayscale image: L channel Color information: ab channels

x 2 RH⇥W⇥1
<latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit><latexit sha1_base64="8WaNhR6beQRKbHo2fs9OLjK/vb8=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicEUEfFxXZl2VXMRdIx9DTqZk025ehu0Y3NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMitO3XXzyBZyX1nzCdQ1zzSsjSyk4RmrRf840x1VRhrOWMmno1i3Cx/ZzOKQMpQZPJ+cgbxf9QTbMNkYvg3wHBmRnJ4v93oQtrWg0GBSKez/LsxrngTuUQkGbssZDzcUpr2AWoeGx0TxsNmvp48gsaWldfAbphv0zI3Dt/VoXUdkN7i/GOvJfsVmD5et5kKZuEIzYNiobRdHS7kx0KR0IVOsIuHAyzkrFijsuMB4zTdk7iMs4OIqFj2twHK17Ghh3leZnbVyuYs869D+hNOfCiGJJA1+F1ZqbZWDGOt3O8nlgCkpkagwOBzlzslohc53XpvEr8ouHvwzGL4Z5Nsw/vBwcvNl9yh55SB6RJyQnr8gBOSQnZEQE+Ua+kx/kZ0KT98lRcryVJr1dzgPylyXT30/G0CM=</latexit>

y 2 RH⇥W⇥2
<latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit>

[Zhang, Isola, Efros, ECCV 2016]
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f
<latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit>
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y 2 RH⇥W⇥2
<latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit><latexit sha1_base64="eQPL4M/wqhooYqbHvJHDnEkIvrQ=">AAACnnicfVHbihNBEO2Mt3W8ZfXRl8YgiEicWQR9XFRkX5ZdxVwgHUNPp2bSbF+G7ho1NPMZfo2v+hH+jT1JFnRXLGg4derUtYtaSY9Z9quXXLl67fqNvZvprdt37t7r798fe9s4ASNhlXXTgntQ0sAIJSqY1g64LhRMirM3XXzyGZyX1nzEdQ1zzSsjSyk4RmrRf840x1VRhnVLmTR06xbhQ/spHFGGUoOnk3Nw0C76g2yYbYxeBvkODMjOThf7vQlbWtFoMCgU936WZzXOA3cohYI2ZY2HmoszXsEsQsNjo3nYbNbSx5FZ0tK6+AzSDftnRuDa+7UuorIb3F+MdeS/YrMGy1fzIE3dIBixbVQ2iqKl3ZnoUjoQqNYRcOFknJWKFXdcYDxmmrK3EJdxcBwLn9TgOFr3NDDuKs2/tnG5ij3r0P+E0pwLI4olDXwRVmtuloEZ63Q7y+eBKSiRqTE4HOTMyWqFzHVem8avyC8e/jIYHwzzbJi/fzE4fL37lD3ykDwiT0hOXpJDckROyYgI8o18Jz/Iz4Qm75Lj5GQrTXq7nAfkL0umvwFUAdAl</latexit>
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one-hot representation of K discrete classes

[0,0,1, …] [0,1,0, …][1,0,0, …]One hot codes:

Colors → Classes
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rockfish

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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Image classification → Pixel classification

yellow

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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yellow

Image classification → Pixel classification

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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Image classification → Pixel classification

Original image © source unknown. Colorized image © Zhang, Isola, and Efros. All rights 
reserved. This content is excluded from our Creative Commons license. For more 
information, see https://ocw.mit.edu/help/faq-fair-use/
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Model
• Formulate your problem as softmax regression (a.k.a. classification)

• cross-entropy loss, 1-hot labels

• Why?

1. No restriction on shape of predictive distribution [up to
quantization] (this is not the case for least-squares regression, which assumes
Gaussian predictions) 

2. Discrete classes are easy to label

3. All labels are equidistant under 1-hot representation
40



Recipe for deep learning in a new domain

1. Transform your data into numbers (one-hot vectors)

2. Transform your goal into an numerical measure (cross-entropy loss)

3. Use a generic optimizer (Adam) and an standard architecture (transformer)
to solve the learning problem

Model good default choices ca 2024
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Model

Don’t use batch norm 

• Introduces a strong dependency on batch size (now batch size becomes
an even more critical hyperparameter)

• Different behavior at train and test time

• Makes distributed computing hard — requires communication between
all elements in a batch

• Use layer norm instead

good default choices ca 2024
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Longer rant I wrote a few years ago:
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Model

Remember that often the easiest way to get better performance is: 

1) Scale your data: more (diverse) training examples

2) Scale your model: more layers, more channels

3) Scale your compute: train for longer

In the current era, I would say these are the top three factors that determine success 

… but working at small scale forces efficiency, and then when you do scale up, you 
get more bang for your buck
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Model

Once you get your system working, you are only halfway done 

Second half is to remove everything nonessential

“Perfection is finally attained not when there is no longer anything to 
add, but when there is no longer anything to take away” 
— Antoine de Saint Exupéry
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Copilots

Good for boilerplate code, visualization, getting syntax right. Ever 
improving. 

Don’t use it for your psets but you can use it for your final projects. You 
should learn how to use these tools effectively. 

Think first, then ask an LLM for help. 

Don’t trust the code without verification.
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Copilots

General advice: the more 
documentation you provide, the 
better the completion will be.
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figure out optimization on one/few/many datapoints, in that order

• overfit to a data point

• then fit a batch

• and finally try fitting the dataset (or a miniature version of it)

first make sure you can fit train set, then consider generalization to test set

[slide adapted from Evan Shelhamer]

Optimization
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sanity check the loss against a suitable reference value 

• classification with cross-entropy loss: uniform distribution

• get to know log loss numbers:

-0.69 = ln(0.5) [chance on binary classification]

-2.3 = ln(0.1) [chance on 10-way classification]

• regression with squared loss: mean of targets (or even just zero)

and if your loss is constant, double check for zero initialization of the weights

[slide adapted from Evan Shelhamer]

Optimization
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Most important hyperparameters: learning rate and batch size

• first, use a constant rate; don’t schedule until everything else is
figured out 

• schedule according to number of iterations of SGD, not epochs

• use biggest batch size that will fit in memory

• always retune lr when anything changes in your model (most changes
to model change scale of gradients, which changes the effective lr)

Optimization

may look like your model is training much faster, but really you just scaled the effective lr

Until Jeremy solves lr-free optimization
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• There are no epochs in the wild

• Trend toward single-epoch training in LLMs

• Don’t tie lr schedule to epochs

• makes it hard to compare learning curves
between experiments

• be careful with cosine lr (looks like it is
converging when it is not)

Optimization
Be careful with the concept of “epochs”

[Tian, Sun, Poole, et al., 2020]
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checkpoint features + gradients to trade space for time and fit large
models 

• can then accumulate gradients across checkpoints

• can resume training if your computer crashes

• have a “paper trail” to debug later

[slide adapted from Evan Shelhamer]

Optimization
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live on the edge and try extreme settings (but just a little bit) 

• If optimization never diverges, your learning rate is too low

in the style of Umeshism 

• If you’ve never missed a flight, you're spending too much time in
airports

[slide adapted from Evan Shelhamer]

Optimization
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• Replace a quantity with a weighted average of its previous values, with weight
exponentially decaying over time

• Time averages (EMA) can achieve a similar effect as “space” averages (e.g.,
average gradients over batch)

• Useful for many quantities in deep learning, including gradients (where it is known
as momentum), weights, data, activations, targets, etc.

• (Basically for any variable in DL, try replacing it with its EMA version and it may be better)

✓tEMA �✓t�1
EMA + (1� �)✓t�1
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Optimization
Use exponentially moving averages (EMA)
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optimizers: 

• Adam (or AdamW) is good for prototyping (generally just works)

• SGD may be slightly better for performance (but requires more tuning of
hyperparameters)

• Clip gradients to improve stability

Optimization
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switch to evaluation mode by model.eval() (PyTorch)

no, really 

and check the mode by model.training

[slide adapted from Evan Shelhamer]

Evaluation
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Evaluation
Lo

ss

epoch

Look at the output
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Image# Input Ground Truth Ll Olayers llayers 3layers 61ayers 

2 

3 

4 

© IEEE, All rights reserved. This content is 
excluded from our Creative Commons license. 
For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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WandB and Tensorboard can be your friends (?). Or roll your own logs/viz. 

• When in doubt, log it

• If you’re logging it, make it easy to see the results

Evaluation

[slide adapted from Dylan Hadfield-Menell]
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Tuning

Cayenne pepper is all you need? 

No! Each spice has its use. But combination matters. And don’t over spice.

dropout weight  
decay

attention
skip 

connections

momentum

relu

© source unknown. All rights reserved. This content is excluded from our Creative 
Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/

61



don’t be finger-bound! script the optimization + evaluation of your models

every character you type is a chance to make a mistake 

also scripting makes the work reproducible! 

use config files (e.g., yaml) to manage experiments; log all arguments

[slide adapted from Evan Shelhamer]

Experimentation and debugging
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debug with the default python debugger: pdb

import pdb; pdb.set_trace()

https://www.digitalocean.com/community/tutorials/how-to-use-the-python-
debugger 

For finding nans during debugging: 
torch.autograd.set_detect_anomaly(True)

[slide adapted from Evan Shelhamer]

Experimentation and debugging
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Common bugs

x = torch.ones(2,2, requires_grad=True)

# fails
x += 1

# works
x = x + 1

# fails
x[0,0] = 1

# works (but what should the gradient be?)
y = x.clone()
y[0,0] = 1

RuntimeError: a view of a leaf Variable that requires grad is being used in an 
in-place operation.

A leaf variable is one that you directly 
create, that is not the result of any 
differentiable operation. 

These are the leaves, the inputs, to the 
computation graph.
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Common bugs

Out of memory

At inference time, don’t store gradients: 

with torch.no_grad():
  Y = model.forward(X)

Clear memory where appropriate: 

torch.cuda.empty_cache()
del variable_name
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Common bugs

Timing your code

torch.cuda.synchronize()

timer.start()
Y = model.forward(X)
timer.stop()

GPU calls may run asynchronously, so if you want to time an operation, make sure 
to synchronize first:
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Common bugs

x = torch.randn(1, requires_grad=True)
y = x ** 2

# First backward pass
y.backward(retain_graph=True)

# Second backward pass (this works now)
y.backward()

RuntimeError: Trying to backward through the graph a second time, but the 
buffers have already been freed. Specify retain_graph=True when calling 
backward the first time.

PyTorch frees computational graph after 
calling backward(). 

If you see this error it’s likely you are 
doing something you don’t want to be 
doing. 

But sometimes you do want to call 
backward twice on same computation 
graph, or subparts of it, in which case 
just set retain_graph=True.
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Compute
more hardware, more problems don’t parallelize immediately 

• make your model work on a single device first

• attempt to parallelize on a single machine

• only then go to a multi machine set

• and check that iterations/time actually improves

see Accurate, Large Minibatch SGD: Training ImageNet in 1 Hour for good advice

68
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Compute

Saturate your GPUs 

• Check GPU utilization (memory and flops):

• Increase batch size until ~100% utilization
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Compute
Include this at the top of your scripts:

torch.cudnn.benchmark = True

scaler = GradScaler()

with autocast():  
    output = model(input)  
    loss = loss_fn(output, target)

scaler.scale(loss).backward()

scaler.step(optimizer)

scaler.update()

Try AMP (https://developer.nvidia.com/automatic-mixed-precision)

Try torch.compile (https://pytorch.org/tutorials/intermediate/torch_compile_tutorial.html)
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https://scale-ml.org/

MIT group with presentations / 
tutorials on cutting edge practice 
of training big models

© scale-ml.org. All rights reserved. This content is excluded from our Creative 
Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
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