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Inference

o Statistics definition: figuring out properties of a data generating process
from samp\es from that Orocess (in ML we call this “learning” or “training”)

e ML definition: making predictions about new datapoints using a trained
model (in statistics we call this “prediction”)



Training Inference

Other names for this: Other names for this:
e “Statistical inference” * Prediction
® [earning, amortized inference e Thinking, reasoning, cognition
Pre_training Post-training Search
Given data, learn a model Given a model and new Given a model and data Given a model and a
or representation data, update the model during deployment, update query, find the best
the model or its behavior answer to the query
Example methods: Example methods: Example methods: Example methods:
e Generative modeling * Finetuning i & Prompting e Best-of-N
* Representation * RLHF : @ In-Context Learning * Beam search
learning i e Test-Time Training e MCTS
i e Continual learning e Chain-of-Thought

e Feedback control

“Reinforcement learning”,

STaR, self-instruct, self-play, ...
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The Bitter Lesson

Rich Sutton

March 13, 2019

One thing that should be learned from the bitter lesson 1s the great
power of general purpose methods, of methods that continue to scale
with increased computation even as the available computation becomes
very great. The two methods that seem to scale arbitrarily in this way
are search and learning.



Training Search

[OpenAl’s 0o1: https://openai.com/index/learning-to-reason-with-llms/]



What is search?



Kasparov vs. IBM Deep Blue

—

o4 062:04d5 3, Ne3 dxed &

-

Above © Stan Honda/AFP/Getty Images. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/fag-fair-use/
Right: Courtesy of Jim Garnder (jamesthephotographer) on Flickr. Used under CC BY.




THE INTERNATIONAL WEEXLY JOURNAL OF SCIENCE

At last — a computer program that
can beat a champion GO player PAGE 484

ALL SYSTEMS GO

[AlphaGo: Silver*, Huang™ et al, Nature 2016}

© Springer Nature Limited. All rights reserved. This content is excluded from our Creative Commons
8 license. For more information, see https://ocw.mit.edu/help/faq-fair-use/




Scaling Scaling Laws with Board Games
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Training Inference

Other names for this: Other names for this:
e “Statistical inference” * Prediction
® [earning, amortized inference e Thinking, reasoning, cognition
Pre_training Post-training Search
Given data, learn a model Given a model and new Given a model and data Given a model and a
or representation data, update the model during deployment, update query, find the best
the model or its behavior answer to the query
Example methods: Example methods: Example methods: Example methods:
e Generative modeling * Finetuning i & Prompting e Best-of-N
* Representation * RLHF : @ In-Context Learning * Beam search
learning i e Test-Time Training e MCTS
i e Continual learning e Chain-of-Thought

e Feedback control

“Reinforcement learning”,

STaR, self-instruct, self-play, ...
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Search through an autoregressive model
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Training
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Training
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Max-likelihood objective:

T minimize cross-entropy between

model outputs and one-hot Jm = ar]%g;l__mZH Vi, ¥i)
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Hidden

Input encoded targets.
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Training Teacher forcing
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Inference

Samples
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Sample from predicted distribution over words.

Alternatively, sample most likely word (greedy

decoding).
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Greedy sampling does not maximize likelihood!

{x7,...,X }—argmaxp X)

X, = arg max ) )
Xn X, = argmax X; = argmax
X2 X1
—— —

= p(Xn|X1, -+ Xp—1) -+ p(X2|x1)p(X1)

(What about tor VAEs? What about for diffusion models?)
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Inference Best-of-N

Sample N sequences iid and pick the sequence with highest likelihood:

pG(Yh s - 7yT|X) — HPG(Yi‘Yla---ayfi—laX)

A stimulant that enhances cognitive function. =— pe > )./

A stimulant that improves thinking. —p pe —> ().5

— (0.8

A chemical that makes you feel more awake. =—> pé’
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Inference Beam search (a form of tree search)

~
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strong = neural =
Tree of / ~~
samples N \ 7
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Sample multiple sequences (top-k greedy completions on each step),
then pick the sequence with highest likelihooa.
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Interence Chain-of-thought (emergent/learned search) [Wei et al. 2022]

| want you to use beam search to solve

the following problem. Write out your tree

of samples then pick the best. Here's the —>
problem:

What is 4*5+10

LLM
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Inference

You can search for samples that maximize other scoring functions,

beyond likelihood!

. Fun-ness

The molecular diagram of caffeine =9 |[Hoii-ld —p (). ]

Nature's tiny cheerleader, jumping i1nto your

e al Scorer
bloodstream with pom-poms — 0./

()@ — B -1l — 08
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Inference

You can search for samples that maximize other scoring functions,

beyond likelihood!

Nature's tiny cheerleader,

Scientific
= accuracy

The molecular diagram of caffeine = Hid —p 1 .()
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- Verification

"Write me —» ANERHEE —»  |Ncorrect

python
code to
compute =¥ 45
the
fibonacci
sequence”

—p AV —» correct

Key idea: verification is easier than generation.
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Steering model outputs toward human preferences
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Great objectives for Al systems

1. Given lots of wonderful data, imitate it (supervised learning, SSL,
generative models, etc)

2. ...

24



Other than “imitate wonderful data”, what might be other good,
general-purpose objectives

Make imagery that people find meaningful

‘0
*
“
*

memorable/aesthetic/evocative/...
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Generating data that optimizes a scoring function

INPUT:
"What 1s the answer to the Text €1
ultimate question of life, the — Bt et
universe, and everything?” To maximize
this
v :
€1 -€e9 €
OUTPUT: N
Optimize this
€9
A 7 Image Image
Generator Encoder

le.g., CLIP + VQGAN] Code: https://colab.research.goggle.com/drive/1_4PQqgzM_O0KKytCzWtn-ZPi4dcCaSbwK2F?usp=sharing



Generating data that optimizes human perception

Human

Score from
human
judgment

© Isola, et al. All rights reserved. This
content is excluded from our Creative
Commons license. For more
information, see
https://ocw.mit.edu/help/faqg-fair-use/

OUTPUT:

To maximize
this

Optimize this

.
L
*
A

7 Image ? Model of
— | Generator - human
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I Vigilance repeat

+

1 sec 1.4 sec Memory repeat |
I 1 time

Forgettable Memorable

© Isola, et al. All rights reserved. This
content is excluded from our Creative
Commons license. For more

information, s [Isola et al. 2011, Khosla et al. 2015]

https://ocw.mit.edu/help/faq-fair-use/ 28




GANalyze: Toward Visual Detinitions of Cognitive

Image Properties
Lore Goetschalkx*, Alex Andonian*, Aude Oliva, Phillip Isola

ICCV 2019

Lore Goetschalckx  Alex Andonian

Human © source unknown. All rights reserved. This content is excluded from our
. Creative Commons license. For more information, see
perceptlon https://ocw.mit.edu/help/faq-fair-use/

© Isola, et al. All rights reserved. This
content is excluded from our Creative
Commons license. For more
information, see
https://ocw.mit.edu/help/faq-fair-use/
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Transformer (Generator W6 o E Assessor
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© source unknown. All rights reserved. This content is
excluded from our Creative Commons license. For more

information, see https://ocw.mit.edu/help/fag-fair-use/

Probe into human perception
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© source unknown. All rights reserved. This content is
excluded from our Creative Commons license. For more
information, see https://ocw.mit.edu/help/fag-fair-use/
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New paradigm: “Just ask”

Chain-of-thought is “just ask tor symbolic search”

Can we do “just ask for continuous reward optimization”?

https://evjang.com/2021/10/23/generalization.html



Images by Phillip Isola generated in DallE.
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A beautiful painting of amountain next to a waterfalll.

Report issue P

Images by Phillip Isola generated in DallE.




Images by Phillip Isola generated in DallE.
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An very very be-autiful painting of a mountain next to a waterfall.

Report issue P
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Images by Phillip Isola generated in DallE.




An veryvery very very very very beautiful painting of a mountain next to a waterfall.

Report issue P

Images by Phillip Isola generated in DallE.
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An very very very very Very v,ery vleryvery ve,ry very very v,ery v,ery very very very v,ery very very very very very bleaiutiful painting of a mountain next to a waterfall!.

Report tssue P

Images by Phillip Isola generated in DallE.
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"Make it more”

© Jon Barron. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://oggmit.edu/help/fag-fair-use/




"Make it more”

© Jon Barron. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ogymit.edu/help/faq-fair-use/




Training Inference

Other names for this: Other names for this:
e “Statistical inference” * Prediction
® [earning, amortized inference e Thinking, reasoning, cognition
Pre_training Post-training Search
Given data, learn a model Given a model and new Given a model and data Given a model and a
or representation data, update the model during deployment, update query, find the best
the model or its behavior answer to the query
Example methods: Example methods: Example methods: Example methods:
e Generative modeling * Finetuning i & Prompting e Best-of-N
* Representation * RLHF : @ In-Context Learning * Beam search
learning i e Test-Time Training e MCTS
i e Continual learning e Chain-of-Thought

e Feedback control

“Reinforcement learning”,
STaR, self-instruct, self-play, ...
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Post-training

In-Context Learning

42



“Transformers learn in-context by gradient descent”

Let f, be a transformer, x a query and ¢ the context.

Jo(x, €) = fo (x)
What's the relationship between 8 and 0’7
This paper shows a case where 8’ = 0 4+ AV ,ZL(f,(x), ¢)

That is, in-context learning, in certain cases, can be expressed as gradient
descent over the context examples, to update the tinal mapping from
query to answer.

[von Oswald et al. ICML 2023]
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e This result raises a tantalizing possibility: instead of doing ICL over ¢, why not do

gradient descent over ¢?

® This has several possible advantages:

e |CLis learned learning. It isn't guaranteed to work. And it often doesn’t work.
Gradient descent is not learned. It is guaranteed to improve performance on the in-

context examples.

e (Gradient descent can leverage more test-time compute than ICL. You can run it

forever.

e And some possible disadvantages:

e |CL could be a smarter learning algorithm than gradient descent.
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Post-training| Test-Time Training [Sun et al. ICML 2020]

e Update the weights of your model as a function of the test query (/
queries).

- _ ?
e |f the test query includes few-shot examples, {x;, y;, X5, ¥, s Xy !, then

this should clearly improve performance on those examples.

e \What if the test query is just a x, or a set of unlabeled examples

X1 Xy ey Xy 7 }

45



Post-training| Test-Time Training

Then we can update the

we
se]

ights using test-time

f-supervised learning!

Bird © source unknown. All rights reserved. This content is excluded from our Creative Commons license. For more
information, see https://ocw.mit.edu/help/fag-fair-use/

[Sun et al. ICML 2020]
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"The Surprising Effectiveness ot Test-Time Training for
Abstract Reasoning”

© Akyiirek, et al. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/fag-fair-use/

[Akylrek, Damani, Qiu, Gut, Kim, Andreas, 2024]
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"The Surprising Effectiveness ot Test-Time Training for
Abstract Reasoning”

* 61.9% pertormance on ARC,
which is current SOTA

e Mostly with an "old” method (GD
on supervised examples; but
examples that are highly relevant
to each test query)

e Raises question: do we need fancy
new search methods? Or is GD

still enough?
[Akylrek, Damani, Qiu, Guo, Kim, Andreas, 2024]
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Training Inference

Other names for this: Other names for this:
e “Statistical inference” * Prediction
® [earning, amortized inference e Thinking, reasoning, cognition
Pre_training Post-training Search
Given data, learn a model Given a model and new Given a model and data Given a model and a
or representation data, update the model during deployment, update query, find the best
the model or its behavior answer to the query
Example methods: Example methods: Example methods: Example methods:
e Generative modeling * Finetuning i & Prompting e Best-of-N
* Representation * RLHF : @ In-Context Learning * Beam search
learning i e Test-Time Training e MCTS
i e Continual learning e Chain-of-Thought

e Feedback control

“Reinforcement learning”,

STaR, self-instruct, self-play, ...
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Training

Using Search to Improve Learning

"Write me
python
code to

compute -—»

the
fibonacci
sequence”

—» MG —»  |ncorrect

LLM

—p AV —» correct
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Training e EE—— Search

Using Search to Improve Learning

X y

"Write me
python
code to
compute
the
fibonacci
sequence”

Supervisea

learning
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Training e — Search

Using Search to Improve Learning and Using Learning to Improve Search

2. Train a network (policy) that will tend to
do those winning moves.

1. Search for random action sequences that
lead to high rewards (winning).

[ | i I [ i I I
N | N N I =

- II r-_ l' r-_ II = Il r-_ l' r-_ Il o 14 = n —
© Nintendo. All rights reserved. This content is excluded from our

Creative Commons license. For more information, see

https://ocw.mit.edu/help/faq-fair-use/
' 3. Repeat, guiding search using the policy

* * to explore intelligently.
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Training

Search

Using Search to Improve Learning and Using Learning to Improve Search

a Selection

A~
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b Expansion

© Springer Nature Limited. All rights reserved. This content is excluded from our Creative Commons

license. For more information, see https://ocw.mit.edu/help/faq-fair-use/
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e

Evaluation

¢

Backup
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[AlphaGo:

Silver*, Huang* et al, Nature 2016]



Training e EEE—— Search

STaR

© Zelikman, et al. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/fag-fair-use/

[Zelikman*, Wu*, Mu, Goodman, 2022]

54



Training Search

o017

1. Search tor CoTs that solve the problem /-\ 2. Finetune the LLM to preferentially
(randomly sample different chains) \/ output CoTs that led to high reward

A: The answer must be X y
something that can be
used to carry a small 3. Repeat, ﬂOW the I_I_M ¢ Q: What can be used A: The answer must be )
dog. Baskets are c o o to carry a small dog? something that can be
designed to hold things. b C T Answer Choices: used to carrv a small
Therefore’ the answer OUtpUtS etter O S (a) swimming pOOl dog Basketsyare >
is basket (b). < Wh) DAAEAL designed to hold things

(c) dog show :

(d) backyard Therefore, the answer

X (e) own home is basket (b). y,

4. At deployment time, you can choose how much search to do on top of your fine-tuned LLM

Speculation from Sasha Rush: https://www.youtube.com/watch?v=6PEJ96k1kiw&ab_channel=SashaRush%F0%9F%A4%97
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