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If you had a given budget of compute, what 
model would you train on how much data?
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https://openai.com/research/gpt-4

10,000x savings

Design model 
here

Rather than 
here
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Scaling laws

minimize test-loss(model size, data, batch size, steps,…)   such that compute within budget

for a given architecture, how much data / what model size would be needed for a target 
performance?

can we extrapolate from smaller to larger models / experiments??
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How does the test loss scale as a function of data, #parameters etc?

• autoregressive Transformer

• data: WebText2, 96GB of text,  tokens 
1024 token context

• vary:
• model size: 768 - 1.5 billion non-embedding parameters
• data: 22M - 23B tokens
• shape (depth, with, attention heads, …)
• batch size

• compute = 6 x #parameters x batchsize x #steps

• computation: in PF-days (petaflop/s-days)
1 PF-day  FLOPs

2.29 ⋅ 1010

= 8.64 ⋅ 1019
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Finding #1: power law relationships

• scale X -> 2X      =>       Loss ->  Loss

L(X) = (1/X)α = X−α

2−α

test  loss resource 
(data/parameters/ 

compute
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How does the test loss scale as a function of data?

• #parameters, compute: “infinite”

• power law relationship:
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Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202010



How does the test loss scale as a function of #parameters?

• #tokens, compute: “infinite”
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Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202011



How does the test loss scale with available compute?

• power law for all of them

Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202012



Finding #2: simultaneous dependence on multiple factors

• “Performance improves predictably as long as we scale up N and D in tandem,
but enters a regime of diminishing returns if either N or D is held fixed while the
other increases.”

• Loss as function of #parameters N & data D:

constants

Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202013



Finding #2: simultaneous dependence on multiple factors

• “Performance improves predictably as long as we scale up N and D in tandem, 
but enters a regime of diminishing returns if either N or D is held fixed while the 
other increases.”  

• Loss as function of #parameters N & data D: 

• Loss as function of #parameters N & #steps S:  
 
 
 
 

constants

Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202014



Finding #2: simultaneous dependence on multiple factors

• “Performance improves predictably as long as we scale up N and D in tandem,
but enters a regime of diminishing returns if either N or D is held fixed while the
other increases.”

• Loss as function of #parameters N & data D:

• Loss as function of #parameters N & #steps S:

• from this, they conclude to scale, with compute C:
#params ,   data = batch-size  #steps ∝ C0.73 ⋅ ∝ C0.27 Take these exact 

equations/numbers 
with a grain of salt!
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Similar findings in other works

• Rosenfeld et al:  
for vision, language, fit function 

 L(N, D) ≈
a(N)
Dα1(N)

+
b(N)

N−α2(D)
+ c∞

Rosenfeld et al, 2020. A constructive prediction of the generalization error across scales 16



Extrapolation is possible!

• from Rosenfeld et al

Rosenfeld et al, 2020. A constructive prediction of the generalization error across scales 17



Finding #3: dependence on model shape

• “Performance depends strongly on scale, weakly on model shape”

Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202018



Finding #4: larger models require fewer samples to reach 
the same performance

Kaplan*, McCandlish*, et al. “Scaling Laws of Neural Language Models,” 202019



Similar findings…

• Li et al, 2020: larger models train faster, not much loss via compression

https://bair.berkeley.edu/blog/2020/03/05/compress/20



Take-aways from Kaplan et al.

• test loss scales as power law as a function of data, parameter count,
compute

• test loss is more sensitive to parameter count than data: with more
compute, increase model by a larger factor than dataset size

• don’t train to completion, rather make your model larger

• in general, scaling laws can help to “optimally” allocate computation

21



“Caveats” for Kaplan et al

• “… the scaling with D at very large model size still remains mysterious. 
Without a theory or systematic understanding of the corrections to our 
scaling laws, it’s difficult to determine in what circumstances they can be 
trusted” 

• didn’t thoroughly investigate small data regime, poor fits of L(N,D) in that 
regime. Didn’t investigate regularization or data augmentation. 

• didn’t tune all hyperparameters; possibly better learning rates for short 
training runs
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Implications

• subsequently: larger models, scale data only moderately
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Finding the right predictions is not easy…

spend compute on model size … 

… or on data?

Pocket gopher courtesy of LeonardoWeiss on Wikipedia Commons. 
Used under CC BY.

Dinosaur © Universal Pictures. Chinchilla © source unknown. All 
rights reserved. This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Two years later…

• still assume a power law, but find somewhat different equations / scaling

• still do not train to minimum loss, but train for many more tokens (& steps),
increase #parameters and data equally: “smaller” models, train longer
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Differences

• different learning rate schedules (not explored in Kaplan et al), adapted to
dataset size

• larger models
(> 500M parameters)
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Approaches to estimate loss as a function of data and 
parameter count
• minimize L(N,D) with constraint FLOPs(N,D) = budget

• Approach 1: for each fixed model size, record entire training curve (=different
#training tokens, as they use 1 epoch only)

• Approach 2: fixed #FLOPs, use final training loss for different N,D

• Approach 3: fit parametric loss function

• for all 3: optimal scaling of #parameters N / data D with compute C is
roughly

N ∝ C0.49, D ∝ C0.51 vs Kaplan et al: #params ,   data  ∝ C0.73 ∝ C0.27

=> existing large models would need much more training data.  
Better allocation: smaller model, more data/steps27



Predictions: extrapolation
For a given #FLOPs, how many  
parameters should we allocate? 
(compute = 6 x data x params)
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Discussion / limitations

• use (smoothed) training loss as a proxy for test loss

• expensive experiments: only two large-scale training runs (Gopher,
Chinchilla), no additional tests at intermediate scales

• assume a power law for L(N) — but some
concavity at high compute budgets,
so it may not hold universally

• only one epoch of training (each data
point seen once)
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Many more on scaling laws…

• many earlier works, too (Tan & Le 2019, Cho et al 2015, Miceli Barone et al 2017,
Johnson et al 2018, Hestness et al 2017)

• vision models tend to have better scaling in model size than transformers
 for vision models (CNNs), with larger   (Rosenfeld et al 2019, 

Sharma et al) 

• power law for L(D) across vision, language, speech tasks (Hestness et al 2017)

• power laws in theoretical bounds: model (Yarotsky, 2018), data size (Liang et al, 2019)

• ….

L(N) ∝ 1/Nα α ≈ 0.5
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Can we explain scaling laws? One hypothesis

31



A hypothesis: data manifold

• Idea: neural networks are doing regression on an embedded data
manifold
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A toy model

• Toy model: approximate Lipschitz function
on  by a piecewise constant function . 

• Use hypercubes with side length :
 regions (values). 

• MSE scales as

• So, up to constant factors,

• For piecewise linear approximations (ReLU), MSE and cross entropy scale as , so

f(x)
[0,1]d c(x)

s
N = s−d

L(s) = ∫
1

0
| f(x) − c(x) |2 ddx ≲ λ2(s2d)

L(N) ≲ 1
N2/d

s4

L(N) ≲ N−4/d

<latexit sha1_base64="RSA2PT9ha4S989seXANNOa66jeY=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx7xwSOBDZkdBhiZnd3M9JqQDZ/gxYPGePWLvPk3DrAHBSvppFLVne6uIJbCoOt+O7mV1bX1jfxmYWt7Z3evuH/QMFGiGa+zSEa6FVDDpVC8jgIlb8Wa0zCQvBmMrqd+84lrIyL1gOOY+yEdKNEXjKKV7u+6j91iyS27M5Bl4mWkBBlq3eJXpxexJOQKmaTGtD03Rj+lGgWTfFLoJIbHlI3ogLctVTTkxk9np07IiVV6pB9pWwrJTP09kdLQmHEY2M6Q4tAselPxP6+dYP/ST4WKE+SKzRf1E0kwItO/SU9ozlCOLaFMC3srYUOqKUObTsGG4C2+vEwaZ2XvvFy5rZSqV1kceTiCYzgFDy6gCjdQgzowGMAzvMKbI50X5935mLfmnGzmEP7A+fwBKx6NvA==</latexit>

Rj

Lipschitz constant
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Relation to neural networks: hypothesis

• For piecewise linear approximations (ReLU), MSE and cross entropy scale as ,
so 

• Common belief: NN map data into a low-dimensional “manifold” that depends
on data, loss/task

• If we take  to be intrinsic dimension of data manifold, then we get a scaling law

• Suggests that scaling exponent is strongly related to data and task: different
models will scale similarly on the same data

s4

L(N) ≲ N−4/d

d

L(N) ∝ 1
Nα 𝗐𝗂𝗍𝗁 α ≈ 4/d
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Empirical evidence

• Hypothesis:

• Experiment: measure
intrinsic dimension of
embedding and relate
to scaling exponent  

• Good fit for vision models,
only upper bound for
transformer: 
from upper bound on L(N)

α

α ≳ 4/d

L(N) ∝ 1
Nα 𝗐𝗂𝗍𝗁 α ≈ 4/d
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Breaking power law scaling

36



Breaking power law scaling

• Power laws with small exponents: a small
improvement in loss may need an order
of magnitude more data/parameters

• Diminishing returns: suggests that many
training examples are highly redundant

• Pruning intelligently can lead to better scaling
(e.g. Sorscher et al, 2022)
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Sorscher et al, Beyond neural scaling laws: beating power law scaling via data pruning37



Critical batch size
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What should the batch size be?

• Bigger batches are more costly but provide better estimates of the full-batch 
gradient 

• FLOPS(16 SGD steps with batch size 16) = FLOPS(1 SGD step with batch size 
256). Which is yields better performance? 

• FLOPs aren’t everything: one compute node can only handle some max 
batch size at once (in parallel). If you use bigger batches then you have to 
split up across nodes or do sequential computation. Splitting incurs 
communication costs. Sequential computation incurs time cost.

39



https://arxiv.org/abs/1812.06162

Batch size: ~2 million

https://cdn.openai.com/dota-2.pdf

https://openai.com/research/openai-five-defeats-dota-2-world-champions

Left © OpenAI. Right © OpenAI, McCandlish, et al. All rights 
reserved. This content is excluded from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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GD

J(θ; X𝗍𝗋𝖺𝗂𝗇) J(θ; x(1)
𝗍𝗋𝖺𝗂𝗇)

SGD

J(θ; XRV
𝗍𝗋𝖺𝗂𝗇)

Variability of solution as a function  
given your mini-batch size

[slide credit: adapted from Minyoung Huh] McCandlish, Kaplan, Amodei, “An Empirical Model of Large-Batch Training”, 201841



Figure 2: Less noisy gradient estimates allow SGD-type optimizers to take larger steps, leading to conver-
gence in a smaller number of iterations. As an illustration, we show two optimization trajectories using
momentum in a quadratic loss, with different step sizes and different amounts of artificial noise added to the
gradient.

they vary over the course of training and across tasks. We build on this analysis to study training efficiency in
Section 2.3. Then in Section 3 we empirically test the predictions in Section 2 and explore how the noise scale
varies with dataset, model size, and learning paradigm (supervised learning vs RL vs generative models).
Section 4 describes related work and Section 5 discusses the implications of these results and possible future
experiments.

2 Theory and Predictions for the Gradient Noise Scale

2.1 Intuitive Picture

Before working through the details of the gradient noise scale and the batch size, it is useful to present the
intuitive picture. Suppose we have a function we wish to optimize via stochastic gradient descent (SGD).
There is some underlying true optimization landscape, corresponding to the loss over the entire dataset (or,
more abstractly, the loss over the distribution it is drawn from). When we perform an SGD update with a
finite batch size, we’re approximating the gradient to this true loss. How should we decide what batch size to
use?

When the batch size is very small, the approximation will have very high variance, and the resulting gradient
update will be mostly noise. Applying a bunch of these SGD updates successively will average out the
variance and push us overall in the right direction, but the individual updates to the parameters won’t be very
helpful, and we could have done almost as well by aggregating these updates in parallel and applying them
all at once (in other words, by using a larger batch size). For an illustrative comparison between large and
small batch training, see Figure 2.

By contrast, when the batch size is very large, the batch gradient will almost exactly match the true gradient,
and correspondingly two randomly sampled batches will have almost the same gradient. As a result, doubling
the batch size will barely improve the update – we will use twice as much computation for little gain.

Intuitively, the transition between the first regime (where increasing the batch size leads to almost perfectly
linear speedups) and the second regime (where increasing the batch size mostly wastes computation) should
occur roughly where the noise and signal of the gradient are balanced – where the variance of the gradient is
at the same scale as the gradient itself4. Formalizing this heuristic observation leads to the noise scale.

The situation is shown pictorially in Figure 1. For a given model, we’d like to train it in as little wall time
as possible (x-axis) while also using as little total computation as possible (y-axis) – this is the usual goal

4Note that these considerations are completely agnostic about the size of the dataset itself.

4

Gradient noise

θ
∇θ

∇𝗌𝗀𝖽θ
∇θ − ∇𝗌𝗀𝖽θ

Gradient Noise

∇𝗌𝗀𝖽θ = ∇θ + (∇𝗌𝗀𝖽θ − ∇θ)
Signal Noise

[slide credit: adapted from Minyoung Huh] McCandlish, Kaplan, Amodei, “An Empirical Model of Large-Batch Training”, 201842



How much progress can one step of SGD make?

Optimal learning rate for SGD?

Take the derivative and solve for the learning rate

Plug the equation learning rate back into the equation

[slide credit: adapted from Minyoung Huh]

covariance of G_sgd, with B=1

McCandlish, Kaplan, Amodei, “An Empirical Model of Large-Batch Training”, 201843



Figure 3: Larger batch sizes yield estimated gradients that are closer to the true gradient, on average. Larger
step sizes can be used when the estimated gradient is closer to the true gradient, so more progress can be
made per step. Left: A large step size used with a small batch size can lead to instability, as illustrated for
a quadratic loss. Right: Equation 2.6 predicts that the ‘turning point’ after which larger batch sizes become
less helpful is the noise scale B, where the training speed drops to 50% of the maximum possible.

E[L (✓ � ✏Gest)] with respect to ✏. This expected value can be evaluated using Equation 2.2:

E[L (✓ � ✏Gest)] = L (✓)� ✏|G|2 + 1

2
✏
2
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T
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tr(H⌃)
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◆
. (2.5)

Minimizing this equation with respect to ✏ leads to:

✏opt (B) = argmin
✏
E [L (✓ � ✏Gest)] =

✏max

1 + Bnoise/B
(2.6)

as the optimal step size, which produces an optimal improvement in the loss from the noisy gradient:

�Lopt (B) =
�Lmax

1 + Bnoise/B
; �Lmax =

1

2

|G|4

GTHG
. (2.7)

Above, we have defined the noise scale as:

Bnoise =
tr (H⌃)

GTHG
, (2.8)

Note that our definition of the noise scale is independent of the size of the full training set. If we use a step
size larger than twice ✏opt, the loss may increase, leading to divergence, as illustrated in Figure 3.

Despite the many unfounded assumptions in the above derivation, we will find that equations 2.7 and 2.8
provide a helpful guide to the behavior of large-batch training, even when using other optimizers (including
momentum, Adam, and RMSProp).

For a discussion of the dependence of the noise scale on the learning rate, see Appendix C on the ‘temperature’
of training.

Implications and Simplifications

Equation 2.7 implies that when the batch size is much smaller than the noise scale, B ⌧ Bnoise, the second
term in the denominator dominates the first, so increasing the batch size B linearly increases the progress in
loss. This is the small batch regime, where increases in batch size linearly speed up training. By contrast,
when B � Bnoise, then the first term dominates, so that increasing B has almost no effect on the progress in
loss. This is the large batch regime where increases in batch size do not speed up training and simply waste
computation; the switch between the two occurs at B ⇡ Bnoise (see Figure 3).

The noise scale in Equation 2.8 requires some overhead to compute due to the presence of the Hessian H . We
can estimate it by measuring �Lopt (B) using a series of line searches in the direction of a gradient measured

6

• One step of SGD can make
progress proportional to:

• For small B, second term of
denominator dominates, so
increasing B linearly increases
progress

• For large B, first term of
denominator dominates, so
increasing B has little effect

Critical batch size
McCandlish, Kaplan, Amodei, “An Empirical Model of Large-Batch Training”, 201844



Figure 1: The tradeoff between time and compute resources spent to train a model to a given level of perfor-
mance takes the form of a Pareto frontier (left). Training time and compute cost are primarily determined by
the number of optimization steps and the number of training examples processed, respectively. We can train
a model more quickly at the cost of using more compute resources. On the right we show a concrete example
of the Pareto frontiers obtained from training a model to solve the Atari Breakout game to different levels of
performance. The cost and training time depend on the computing architecture and are shown approximately.

period or an unusual learning rate schedule), so the fact that it is possible to use a large batch size can
remain undiscovered for a long time. For example, both the Atari and ImageNet tasks were for several years
conventionally run with a substantially smaller batch size than is now understood to be possible. Knowing
ahead of time what batch size we expect to be effective would be a significant practical advantage in training
new models.

In this paper we attempt to answer some of these questions. We measure a simple empirical statistic, the
gradient noise scale3 (essentially a measure of the signal-to-noise ratio of gradient across training examples),
and show that it can approximately predict the largest efficient batch size for a wide range of tasks. Our model
also predicts a specific shape for the compute/time tradeoff curve, illustrated in Figure 1. Our contributions
are a mix of fairly elementary theory and extensive empirical testing of that theory.

On the conceptual side, we derive a framework which predicts, under some basic assumptions, that training
should parallelize almost linearly up to a batch size equal to the noise scale, after which there should be a
smooth but relatively rapid switch to a regime where further parallelism provides minimal benefits. Addition-
ally, we expect that the noise scale should increase during training as models get more accurate, and should
be larger for more complex tasks, but should not have a strong dependence on model size per se. We also
provide an analysis of the efficiency gains to be expected from dynamically adjusting the batch size according
to noise scale during training. Finally, we predict that, all else equal, the noise scale will tend to be larger in
complex RL tasks due to the stochasticity of the environment and the additional variance introduced by the
credit assignment problem.

On the empirical side, we verify these predictions across 8 tasks in supervised learning, RL, and gener-
ative models, including ImageNet, CIFAR-10, SVHN, MNIST, BillionWord, Atari, OpenAI’s Dota agent
[BCD+18], and a variational autoencoder for images. For each of these tasks we demonstrate that the noise
scale accurately predicts the largest usable batch size (at the order of magnitude level) and that gains to paral-
lelism degrade in the manner predicted by theory. We also show that the noise scale increases over the course
of training and demonstrate efficiency gains from dynamic batch size tuning. The noise scale eventually
becomes larger for more performant models, but this appears to be caused by the fact that more performant
models simply achieve a better loss.

The rest of this paper is organized as follows. In Section 2, we derive a simple conceptual picture of the
noise scale, data parallelism, and batch sizes, and explain what it predicts about optimal batch sizes and how

3Similar metrics have appeared previously in the literature. We discuss related work in Section 4.

3

McCandlish, Kaplan, Amodei, “An Empirical Model of Large-Batch Training”, 2018

© OpenAI, McCandlish, et al. All rights reserved. This content is 
excluded from our Creative Commons license. For more 
information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Representational convergence
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n

Characterizing representations using kernels
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Scaling laws for cross-modal alignment
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The Platonic Representation Hypothesis

Minyoung Huh * 1 Brian Cheung * 1 Tongzhou Wang * 1 Phillip Isola * 1

Abstract
We argue that representations in AI models, par-
ticularly deep networks, are converging. First, we
survey many examples of convergence in the lit-
erature: over time and across multiple domains,
the ways by which different neural networks rep-
resent data are becoming more aligned. Next, we
demonstrate convergence across data modalities:
as vision models and language models get larger,
they measure the distance between datapoints in
a more and more alike way. We hypothesize that
this convergence is driving toward a shared sta-
tistical model of reality, akin to Plato’s concept
of an ideal reality. We term such a representation
the platonic representation and discuss several
possible selective pressures toward it. Finally,
we discuss the implications of these trends, their
limitations, and counterexamples to our analysis.

1. Introduction
AI systems are rapidly evolving into highly multifunctional
entities. For example, whereas in the past we had special-
purpose solutions for different language processing tasks
(e.g., sentiment analysis, parsing, dialogue), modern large
language models (LLMs) are competent at all these tasks us-
ing a single set of weights (Srivastava et al., 2022). Unified
systems are also being built across data modalities: instead
of using a different architecture for processing images ver-
sus text, recent models, such as GPT4-V (Achiam et al.,
2023), Gemini (Anil et al., 2023), and LLaVA (Liu et al.,
2023), handle both modalities with a combined architecture.
More and more systems are built off of general-purpose
pretrained backbones, sometimes called foundation mod-
els (Bommasani et al., 2021), that support a large range
of tasks including robotics (Driess et al., 2023; Brohan
et al., 2023), bioinformatics (Ma et al., 2024), and health-
care (Steinberg et al., 2021). In short, AI systems are becom-
ing increasingly homogeneous in both their architectures
and their capabilities.

*Equal contribution 1MIT. Correspondence to: <FIXME>.

Proceedings of the 41 st International Conference on Machine
Learning, Vienna, Austria. PMLR 235, 2024. Copyright 2024 by
the author(s).

The Platonic Representation Hypothesis

Neural networks, trained with different objectives
on different data and modalities, will tend to con-
verge to a common statistical model of reality.

Figure 1. The Platonic Representation Hypothesis: Images (X)
and text (Y ) are projections of a common underlying reality (Z).
We conjecture that representation learning algorithms will con-
verge on a shared representation of Z, and scaling model size, as
well as data and task diversity, drives this convergence.

This paper explores one aspect of this trend: representational
convergence. We argue that there is a growing similarity
in how datapoints are represented in different neural net-
work models. This similarity spans across different model
architectures, training objectives, and even data modalities.

So, what has led to this convergence? Will it continue? And
ultimately, where does it end?

Our central hypothesis, stated above in Figure 1, is that there
is indeed an endpoint to this convergence and a principle
that drives it: different models are all trying to arrive at a
representation of reality, meaning a representation of the
joint distribution over events in the world that generate the
data we observe. Figure 1 conveys this hypothesis: there
exists a real world out there (labeled Z), which we measure
with various sensors, such as the camera shown to the left

1

A red sphere next to 
a blue cone.
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convergence. We argue that there is a growing similarity
in how datapoints are represented in different neural net-
work models. This similarity spans across different model
architectures, training objectives, and even data modalities.

So, what has led to this convergence? Will it continue? And
ultimately, where does it end?

Our central hypothesis, stated above in Figure 1, is that there
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exists a real world out there (labeled Z), which we measure
with various sensors, such as the camera shown to the left
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This paper explores one aspect of this trend: representational
convergence. We argue that there is a growing similarity
in how datapoints are represented in different neural net-
work models. This similarity spans across different model
architectures, training objectives, and even data modalities.
ftext

So, what has led to this convergence? Will it continue? And
ultimately, where does it end?

Our central hypothesis, stated above in Figure 1, is that there
is indeed an endpoint to this convergence and a principle
that drives it: different models are all trying to arrive at a
representation of reality, meaning a representation of the
joint distribution over events in the world that generate the
data we observe. Figure 1 conveys this hypothesis: there

1

Huh*, Cheung*, Wang*, Isola*, “The Platonic Representation Hypothesis,” ICML 2024 
Courtesy of Huh, et al. Used under CC BY.
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Summary

• Neural scaling laws: predict test loss as a function of resources and model
hyperparameters

• Allows to “optimally” allocate compute resources

• Power law scaling in model size, data size across variety of models and
tasks

• Actual parameters hard to measure, large extrapolation nontrivial
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