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Machine Learning: A Success Story

Image Classification

Strategy Games

Machine Translation

Robotic ManipulationRealistic Image Generation

Robotic hand © OpenAI. Images © source 
unknown. All rights reserved. This content 
is excluded from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/

Image removed to copyright restrictions.
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Are ML systems really ready for the real world?
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Standard ML setting

training distribution  
=  

test distribution

Training Inference

Measure of performance:
Fraction of mistakes during testing

A Limitation of the Standard ML
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… vs the real world

deploy model on data from a 
different distribution 

e.g.: 

• perturbed data

• different label distribution

• other shifts (sequence/graph
size, weather, country/city,
source of measurement,…)

A Limitation of the Standard ML

Training Inference

Measure of performance:
Fraction of mistakes during testing

=
But: In reality, the distributions we use ML on 

are NOT the ones we train it on
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What can go wrong?What Can Go Wrong?

What Can Go Wrong?

What Can Go Wrong?

© @hardmaru on X, @DimaKrotov on X, CNN.com. All rights reserved. This content 
is excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Concrete Problems in AI Safety 

Dario Amodei* 
Google Brain 

Chris Olah* 
Google Brain 

John Schulman 
OpenAI 

Jacob Steinhardt 
Stanford University 

Dan Mane 
Google Brain 

Paul Christiano 
UC Berkeley 

might serve a benchmarking role similar to that of the bAbI tasks 163I, with the eventual goal being 
to develop a single architecture that can learn to avoid catastrophes in all environments in the suite. 

7 Robustness to Distributional Change 

All of us occasionally find ourselves in situations that our previous experience has not adequately 
prepared us to deal with-for instance, flying an airplane, traveling to a country whose culture is 
very different from ours, or taking care of children for the first time. Such situations are inherently 

, • , . . , . . .  , • • , , , , • • • , , "'I , • ' T ' ' T  , I '  , , . ,  \ .  , • , , • 
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Outline for today

• Adversarial examples and training: small perturbations

• Distribution Shifts
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Adversarial examples
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Adversarial examples

• ML model predictions are (mostly) accurate but can be brittle

91% confidence 99% confidence

noise (not random)

example: Szegedy et al 2013, obtained from https://gradientscience.org/intro_adversarial/

© Aleksander Mądry and Ludwig Schmidt. All rights reserved. This content is 
excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial examples

Papernot et al 2017, Practical black-box attacks against machine learning

© Papernot et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial stickers

© Brown et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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https://www.youtube.com/watch?v=i1sp4X57TL4


Adversarial stickers

image: Brown et al 2018, Adversarial patch. https://youtu.be/i1sp4X57TL4

© Brown et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial stickers

image: Brown et al 2018, Adversarial patch. https://youtu.be/i1sp4X57TL4

© Brown et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial stickers

image: Brown et al 2018, Adversarial patch. https://youtu.be/i1sp4X57TL4

© Brown et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial examples 3D-printed

image: Athalye et al 2018, Synthesizing robust adversarial examples

© Athalye et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Adversarial examples 3D-printed

image: Athalye et al 2018, Synthesizing robust adversarial examples

© Athalye et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Speech recognition example

Carlini & Wagner 2018

© Nicholas Carlini, David Wagner. All rights reserved. This content is excluded 
from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Hmmmm….

• Are our models completely useless?

• Why does this happen?

• Can one prevent it?
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History of adversarial examples / brittleness

Biggio & Roli 2018, Wild Patterns: ten years after the rise of adversarial machine learning

© Battista Biggio, Fabio Roli. All 
rights reserved. This content is 
excluded from our Creative 
Commons license. For more 
information, see 
https://ocw.mit.edu/help/faq-fair-use/
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How do you create an adversarial example?

• want: small perturbation that does
not change meaning to a human,
but to ML model

• model outputs   (softmax) 

• adversarial example:

Pθ(y |x)
<latexit sha1_base64="aDZ//meJmvDqelrWl1s6yiHaf3o=">AAACjXicjVFbi9NAFJ7E21ovW/XRl8EirFhK0o3trogsKuhjBbu70AlhMjlph51cmDmRliH/xl/km//GSdsH3fXBAzN8fN+5n7RW0mAQ/PL8W7fv3L13cL/34OGjx4f9J0/PTdVoAXNRqUpfptyAkiXMUaKCy1oDL1IFF+nVx06/+A7ayKr8hpsa4oIvS5lLwdFRSf8HK/g6sZZtUy30Mo1tMDo9mYyjyTAYBcE0HIcdGE+j46hlGSjklMmSsk8dbFs2ZEM6SxiuwClHm8QyhDVa5HoJ2LaUFTJzH8dVmtt1S/+31mu6q9a+SvqDTu6M3gThHgzI3mZJ/yfLKtEUUKJQ3JhFGNQYW65RCgVtjzUGai6u+BIWDpa8ABPbbVstfemYjOaVdq9EumX/jLC8MGZTpM6zG8pc1zryX9qiwfwktrKsG4RS7ArljaJY0e40NJMaBKqNA1xo6XqlYsU1F+gO2HNLCK+PfBOcj0fhZBR9jQZnH/brOCDPyQtyREIyJWfkC5mRORFezwu8U++tf+i/8d/573euvrePeUb+Mv/zbw5rvzg=</latexit>

max
�2�

P✓(ytarget | x+�)

<latexit sha1_base64="8MUQ0zF675PA7px2Jog6pO5ZH3w=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRS1GPRi8cK9gPaUDabTbt2sxt2J0Ip/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemApu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVpyppUCaU7ITFMcMmayFGwTqoZSULB2uHodua3n5g2XMkHHKcsSMhA8phTglZq9SImkPTLFa/qzeGuEj8nFcjR6Je/epGiWcIkUkGM6fpeisGEaORUsGmplxmWEjoiA9a1VJKEmWAyv3bqnlklcmOlbUl05+rviQlJjBknoe1MCA7NsjcT//O6GcbXwYTLNEMm6WJRnAkXlTt73Y24ZhTF2BJCNbe3unRINKFoAyrZEPzll1dJ66LqX1Zr97VK/SaPowgncArn4MMV1OEOGtAECo/wDK/w5ijnxXl3PhatBSefOYY/cD5/AJR6jyU=</latexit>

�

small 
perturbation, e.g.

wrong class 
(“airliner”)

input image

<latexit sha1_base64="zvrQEQ0vCD4EioLLbWCsLtSB+rM=">AAACL3icbVDLSgMxFM34rPVVdekmWARXZUZEXSiIirhUsSo0tWQydzSYyQzJHaFM+0du/BU3Ioq49S9MHwtfFxJOzjmXm3vCTEmLvv/ijYyOjU9MlqbK0zOzc/OVhcULm+ZGQF2kKjVXIbegpIY6SlRwlRngSajgMrw76OmX92CsTPU5tjNoJvxGy1gKjo5qVY7YISjkdJeygkV9yKSmLOF4G4bFWfc6cg/prs5AZp2WM8TYpjuUQWalSjXrtipVv+b3i/4FwRBUybBOWpUnFqUiT0CjUNzaRuBn2Cy4QSkUdMsst5BxccdvoOGg5gnYZtHft0tXHRPRODXuaKR99ntHwRNr20nonL097G+tR/6nNXKMt5uF1FmOoMVgUJwriinthUcjaUCgajvAhZHur1TccsMFuojLLoTg98p/wcV6LdisbZxuVPf2h3GUyDJZIWskIFtkjxyTE1IngjyQJ/JK3rxH79l79z4G1hFv2LNEfpT3+QUpH6k1</latexit>

� = {� 2 Rd | k�k1 < ✏}
<latexit sha1_base64="0ixVR7i4zAonE1golZs6RaAbWcQ=">AAAB8XicdVDLSgMxFM34rPVVdekmWARXQ2aY1nZXdOOygn1gO5RMmmlDM5khyYhl6F+4caGIW//GnX9jpq2gogcCh3PuJeeeIOFMaYQ+rJXVtfWNzcJWcXtnd2+/dHDYVnEqCW2RmMeyG2BFORO0pZnmtJtIiqOA004wucz9zh2VisXiRk8T6kd4JFjICNZGuu1HWI+DMLufDUplZCO3VvFciGy3gupO3ZAKcupVDzo2mqMMlmgOSu/9YUzSiApNOFaq56BE+xmWmhFOZ8V+qmiCyQSPaM9QgSOq/GyeeAZPjTKEYSzNExrO1e8bGY6UmkaBmcwTqt9eLv7l9VId1vyMiSTVVJDFR2HKoY5hfj4cMkmJ5lNDMJHMZIVkjCUm2pRUNCV8XQr/J23Xdqq2d+2VGxfLOgrgGJyAM+CAc9AAV6AJWoAAAR7AE3i2lPVovVivi9EVa7lzBH7AevsEaCWRbQ==</latexit>x

<latexit sha1_base64="9gJe/nddt4BtVtOZHjso3aNfdFo=">AAAB+nicdVDLSgMxFM3UV62vqS7dBIsgCEOmtLXdFd24rGAf0BlKJpNpQzMPkoxaxn6KGxeKuPVL3Pk3pg9BRQ8EDufcyz05XsKZVAh9GLmV1bX1jfxmYWt7Z3fPLO53ZJwKQtsk5rHoeVhSziLaVkxx2ksExaHHadcbX8z87g0VksXRtZok1A3xMGIBI1hpaWAWnRCrkRdkd9NTx6dc4YFZQhYq16uVMkRWuYoadkOTKrIbtQq0LTRHCSzRGpjvjh+TNKSRIhxL2bdRotwMC8UIp9OCk0qaYDLGQ9rXNMIhlW42jz6Fx1rxYRAL/SIF5+r3jQyHUk5CT0/Ogsrf3kz8y+unKqi7GYuSVNGILA4FKYcqhrMeoM8EJYpPNMFEMJ0VkhEWmCjdVkGX8PVT+D/plC27ZlWuKqXm+bKOPDgER+AE2OAMNMElaIE2IOAWPIAn8GzcG4/Gi/G6GM0Zy50D8APG2yfrlpR1</latexit>

x+ �

allowed perturbations

© Aleksander Mądry and Ludwig Schmidt. All rights reserved. This content is 
excluded from our Creative Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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How to find an adversarial example?

• e.g. Projected gradient ascent (we update data perturbation !):
1. take a step in the direction of the gradient:

2. project the result back into the feasible set

3. repeat steps 1 & 2

δ

δ(t+1) = δ(t) + η ⋅ ∇δPθ(ytarget |x + δ)
Δ

<latexit sha1_base64="aDZ//meJmvDqelrWl1s6yiHaf3o=">AAACjXicjVFbi9NAFJ7E21ovW/XRl8EirFhK0o3trogsKuhjBbu70AlhMjlph51cmDmRliH/xl/km//GSdsH3fXBAzN8fN+5n7RW0mAQ/PL8W7fv3L13cL/34OGjx4f9J0/PTdVoAXNRqUpfptyAkiXMUaKCy1oDL1IFF+nVx06/+A7ayKr8hpsa4oIvS5lLwdFRSf8HK/g6sZZtUy30Mo1tMDo9mYyjyTAYBcE0HIcdGE+j46hlGSjklMmSsk8dbFs2ZEM6SxiuwClHm8QyhDVa5HoJ2LaUFTJzH8dVmtt1S/+31mu6q9a+SvqDTu6M3gThHgzI3mZJ/yfLKtEUUKJQ3JhFGNQYW65RCgVtjzUGai6u+BIWDpa8ABPbbVstfemYjOaVdq9EumX/jLC8MGZTpM6zG8pc1zryX9qiwfwktrKsG4RS7ArljaJY0e40NJMaBKqNA1xo6XqlYsU1F+gO2HNLCK+PfBOcj0fhZBR9jQZnH/brOCDPyQtyREIyJWfkC5mRORFezwu8U++tf+i/8d/573euvrePeUb+Mv/zbw5rvzg=</latexit>

max
�2�

P✓(ytarget | x+�)

input image
wrong class 
(“airliner”)

small 
perturbation, e.g.

ML model

<latexit sha1_base64="LQxUP5vN33bpXHfjKZ3JmROFUHE=">AAAB7XicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GNRDx4r2A9oQ9lsJ+3aTTbsToQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNCrVHBpcSaXbATMgRQwNFCihnWhgUSChFYxupn7rCbQRKn7AcQJ+xAaxCAVnaKVm9xYksl654lbdGegy8XJSITnqvfJXt694GkGMXDJjOp6boJ8xjYJLmJS6qYGE8REbQMfSmEVg/Gx27YSeWKVPQ6VtxUhn6u+JjEXGjKPAdkYMh2bRm4r/eZ0Uwys/E3GSIsR8vihMJUVFp6/TvtDAUY4tYVwLeyvlQ6YZRxtQyYbgLb68TJpnVe+ien5/Xqld53EUyRE5JqfEI5ekRu5InTQIJ4/kmbySN0c5L8678zFvLTj5zCH5A+fzB2N6jwU=</latexit>

�
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How to “defend” against adversarial examples?

Recall: 

• Adversarial example versus           standard training:

<latexit sha1_base64="PYL3DhTGmJ9t2wYtHzqTuolSL3A=">AAACi3icjZHLbhMxFIY9wy0ECgGWbCwipFREo5l0lATEoipUYsGiSKStFI9GHseTWPVcZJ9Biax5mT5Sd7wNdpIFbVlwJEuf/nN8rlkthYYw/O35Dx4+evyk87T77PnBi5e9V6/PddUoxmeskpW6zKjmUpR8BgIkv6wVp0Um+UV29cX5L35xpUVV/oRNzZOCLkuRC0bBSmnvmhR0nRpDtqnmapklJgw+TsejeDwMgzCcRKPIwWgSH8UtWXAJFBNRYvLVYduSIRliAnwN5nuldUtOxHKQpwRWHOjApodVlpt1+78lPuxqtIdDvHG5DtNe30U5w/ch2kMf7e0s7d2QRcWagpfAJNV6HoU1JIYqEEzytksazWvKruiSzy2WtOA6MdvuWvzeKgucV8q+EvBW/fuHoYXWmyKzkW40fdfnxH/55g3k08SIsm6Al2xXKG8khgq7w+CFUJyB3FigTAnbK2YrqigDe76uXUJ0d+T7cD4KonEQ/4j7xyf7dXTQW/QODVCEJugYfUNnaIaY1/ECb+JN/QP/yP/kf96F+t7+zxt0y/zTP+37vkA=</latexit>

max
�2�

Loss
⇣
f✓(x+�), y

⌘ <latexit sha1_base64="NGkiM/y33uSqiJdbh0vG7T44Hjs=">AAACenicjVFNb9NAEF2bj5YUaEqPCGnViJKIKrIjpzTqpQIOHDgUqWkrZS1rvVknq67X1u4YNVr5R/SvceOXcOHAOvWBthwYaaWnNzNv3s6kpRQGguCn5z96/OTpxuazztbzFy+3uzuvzk1RacanrJCFvkyp4VIoPgUBkl+WmtM8lfwivfrU5C++c21Eoc5gVfI4pwslMsEoOCrp3liyFpnpRRrbYBiMjsbR6CAYjsbBJJw4MA7CyWFUk1yoxBJYcqB1jckxOcYE+DXYr4UxNfkoFv3/1cqSVqdPcgrLNLPX9eAArxqRQdLtudZ14IcgbEEPtXGadH+QecGqnCtgkhozC4MSYks1CCZ53SGV4SVlV3TBZw4qmnMT27XTGr91zBxnhXZPAV6zf3dYmhuzylNX2Vg193MN+a/crILsKLZClRVwxW4HZZXEUODmDnguNGcgVw5QpoXzitmSasrAXavjlhDe//JDcD4ahofD6FvUO/ncrmMTvUZ7qI9C9AGdoC/oFE0RQ7+8N96+98777e/5A//9banvtT276E740R/f9rmg</latexit>
min
✓

Loss
⇣
f✓(x), y

⌘
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How to “defend” against adversarial examples?

• Standard training:

via (stochastic) gradient descent 

• Adversarial training / robust optimization:

min
θ

1
n

n

∑
i=1

Loss( fθ(x(i)), y(i))

min
θ

1
n

n

∑
i=1

max
δ∈Δ

Loss(fθ(x(i) + δ), y(i))

neural network

“adaptive data augmentation”

24



Adversarial training with stochastic gradient descent

repeat until convergence: 

1. sample a data point

2. compute the optimal adversarial perturbation  (approximately) 

3. compute the gradient

4. update  with the gradient 

(x, y)

δ*

g = ∇θLoss(fθ(x + δ*), y)
θ g

min
θ

1
n

n

∑
i=1

max
δ∈Δ

Loss(fθ(x(i) + δ), y(i))

25



What do adversarial examples tell us?

• something about the input “features” that are critical for the model’s
decision

• Example:

Training data: 
classify 4 vs 9

Adversarial 
perturbations

images: Hongzhou Lin

© Hongzhou Lin. All rights reserved. 
This content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Predictive features

• Many features may be correlated with the label and hence predictive and
help with accuracy, beyond what humans would use.

illustration: Aleksander Madry

© Aleksander Madry. All rights 
reserved. This content is excluded 
from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Where do these correlations come from?

• Data

© sources unknown. All rights 
reserved. This content is excluded 
from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Where do these correlations come from?

• …and how we create datasets

Moreover: Such correlations already exist

In fact: The way we create datasets gives rise to them

Real-world 
images

Expert 
annotators

Perfect 
annotations

Ideal world: 

Meaningful 
benchmark

Moreover: Such correlations already exist

In fact: The way we create datasets gives rise to them

Noisy, biased 
annotations

Ideal Real world: 

Easy-to-optimize 
benchmark

Automated + 
Crowd Labels

Flickr/scraped 
images

❓ © sources unknown. All rights
reserved. This content is excluded
from our Creative Commons license.
For more information, see
https://ocw.mit.edu/help/faq-fair-use/
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It’s all “shortcuts”

• Shortcuts: features correlated with label in the training data, but not under
realistic distribution shifts

• Models will use them and not generalize if features are no longer
correlated

illustration: Geirhos et al 2020

© Geirhos et al. All rights reserved. 
This content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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It’s all “shortcuts”

• Shortcuts: features correlated with label in the training data, but not under
realistic distribution shifts

• Models will use them and not generalize if features are no longer
correlated

• This is related to data, not models: adversarial examples transfer across
models trained on the same dataset

31



What can these shortcuts look like?

© AI Weirdness. All rights reserved. 
This content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/

images: https://www.aiweirdness.com/do-neural-nets-dream-of-electric-18-03-02/32



What can these shortcuts look like?

“CNNs were able to detect where 
an x-ray was acquired […] and 

calibrate predictions accordingly.”

[Zech et al. 2018]

“CNNs were able to detect where 
an x-ray was acquired […] and 

calibrate predictions accordingly.”

[Zech et al. 2018]

“…if an image had a ruler in it, the 
algorithm was more likely to call a 
tumor malignant…”

[Esteva et al. 2017]

not all predictive patterns are desirable

© sources unknown. All rights 
reserved. This content is excluded 
from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/

33



Many more…

illustration: Geirhos et al 2020, Shortcut learning in deep neural networks

© Geirhos et al. All rights reserved. 
This content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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© Liu et al. All rights reserved. This 
content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/

parallel solutions generalize within- 
distribution,  
but not out-of-distribution
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Effect of adversarial training

• model output should be stable under adversarial perturbations
=> teaches invariance to non-robust features

© Aleksander Madry. All rights 
reserved. This content is excluded 
from our Creative Commons 
license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Effect of adversarial training

Loss gradients with respect to input pixels (most important features) show: robust model relies 
less on “non-robust” features, and more on human-intuitive features
•

Adversarial examples for standard and robust models

(Tsipras et al. 2019, Robustness may be at odds with accuracy.)

©Tsipras et. All rights reserved. This 
content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Effect of adversarial training: transfer learning

• adversarially trained models transfer better to other datasets

(Salman et al. 2020, Do adversarially robust ImageNet models transfer better?)38



Distribution shifts

39



Training Inference

Measure of performance:
Fraction of mistakes during testing

A Limitation of the Standard MLA Limitation of the Standard ML

Training Inference

Measure of performance:
Fraction of mistakes during testing

=
But: In reality, the distributions we use ML on 

are NOT the ones we train it on

40



Left: Courtesy of Mannion et al. Used under CC BY. Right: Courtesy of Sara Beery. Used under CC BY. 
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Shift 

Train 

Test 

Pang Wei Koh*, Shiori Sagawa*, Henrik Marklund, Sang Michael Xie, Marvin Zhang, 
Akshay Balsubramani, Weihua Hu, Michihiro Yasunaga, Richard Lanas Phillips, Sara Beery, 

Jure Leskovec, Anshul Kundaje, Emma Pierson, Sergey Levine, Chelsea Finn, and Percy Liang 

Camelyon17 

Hospitals 

iWildCam 

Locations 

PovertyMap 

Countries 

FMoW 

Time 

Amazon 

Users 

CivilComments OGB-MolPCBA 

Demographics 

Overall a solidi What do Black 

package that and LGBT 

has a good people have to 
quality of do with bicycle 

construction licensing? 
for the price. 

I *loved* my As a Christian, 

French press, I will not be 

it's so perfect patronizing any 
and came with of those 
all this fun stuff! businesses. 

Scaffold 

)lN 

0 

\ 

HNI 

Adapted Bandi et al. Beery et al. 
2020 

Yeh et al. 
2020 

Christie et al. 
2018 

Ni et al. 
2019 

Barkan et al. 
2019 

Hu et al. 
2020 from 2018 

© Koh et al. All rights reserved. This 
content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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Slide from Shiori Sagawa

© Koh et al. All rights reserved. This content is excluded from our 
Creative Commons license. For more information, see 
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Class distribution is different for each static sensor location 
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NEONCROWNS Dataset

http://visualize.idtrees.org/
Weinstein et al., 2020 

Different 
ecosystems have 

both subpopulation 
and visual 

distribution shifts

© Weinstein et al. All rights reserved. This content is excluded from our Creative 
Commons license. For more information, see 
https://ocw.mit.edu/help/faq-fair-use/46
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Performance has strong correlation with subpop. distribution similarity

47



What to do about distribution shift?
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One path: distributionally robust optimization 

• So far: allowed to perturb each datapoint by a limited amount

• Alternative: we can perturb the entire training distribution (sample) by a
certain amount, together

<latexit sha1_base64="o1RAbV/WY/U4KPVGraBn8RlbIsI=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6rLoxmUF+4AmlMl02g6dTMLMjVBCf8ONC0Xc+jPu/BsnbRbaemDgcM693DMnTKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuhtRwKRRvoUDJu4nmNAol74STu9zvPHFtRKwecZrwIKIjJYaCUbSS70cUx2GYNWd91a/W3Lo7B1klXkFqUKDZr375g5ilEVfIJDWm57kJBhnVKJjks4qfGp5QNqEj3rNU0YibIJtnnpEzqwzIMNb2KSRz9fdGRiNjplFoJ/OMZtnLxf+8XorDmyATKkmRK7Y4NEwlwZjkBZCB0JyhnFpCmRY2K2FjqilDW1PFluAtf3mVtC/q3lX98uGy1rgt6ijDCZzCOXhwDQ24hya0gEECz/AKb07qvDjvzsditOQUO8fwB87nD0aGkdo=</latexit>Pn
<latexit sha1_base64="H5TqhYyllCqY35zvdZjjajcZFXU=">AAAB8XicdVBNS8NAFHypX7V+VT16WSyCp5BorfVW9OKxBduKbSib7aZdutmE3Y1QQv+FFw+KePXfePPfuEkrqOjAwjDzHjtv/JgzpR3nwyosLa+srhXXSxubW9s75d29jooSSWibRDyStz5WlDNB25ppTm9jSXHoc9r1J1eZ372nUrFI3OhpTL0QjwQLGMHaSHf9EOux76et2aBccewzx72oOcixnRw5qbunLnIXSgUWaA7K7/1hRJKQCk04VqrnOrH2Uiw1I5zOSv1E0RiTCR7RnqECh1R5aZ54ho6MMkRBJM0TGuXq940Uh0pNQ99MZgnVby8T//J6iQ7qXspEnGgqyPyjIOFIRyg7Hw2ZpETzqSGYSGayIjLGEhNtSiqZEr4uRf+Tzont1uxqq1ppXC7qKMIBHMIxuHAODbiGJrSBgIAHeIJnS1mP1ov1Oh8tWIudffgB6+0T8EGRHA==</latexit>

Q
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Distributionally robust optimization

• Standard training:

• Distributionally robust optimization (DRO):

• Various choices of measuring “distance” between
probability distributions: -distance, Wasserstein distance,
maximum mean discrepancy (MMD)…

χ2

<latexit sha1_base64="Ve4+oFfJnzZICNfTATrpeNhf35I=">AAACinichVFdSxwxFM1MP7RbW7ftY19Cl8Iu2GVGRCsiCCr40IctdFXYGYdMNuMGk8yQ3BGHkB/Tv9S3/hszu0OxWuiFwLnn3K/cm1eCG4ii30H47PmLl2vrr3qvN9683ey/e39uylpTNqWlKPVlTgwTXLEpcBDsstKMyFywi/zmuNUvbpk2vFQ/oKlYKsm14gWnBDyV9X/i5AAnhSY0VjgxtcwsP4zdlXeA3YH9VhrjhkWWwIIBGSaSwCIv7J27skM+cqMt3HQIH+KVmttTl9kHoVvNyJfm8o8+cZlys/91aGuPcJr1B9E4Whp+CuIODFBnk6z/K5mXtJZMARXEmFkcVZBaooFTwVwvqQ2rCL0h12zmoSKSmdQuV+nwZ8/McVFq/xTgJfswwxJpTCNzH9kOah5rLfkvbVZD8TW1XFU1MEVXjYpaYChxexc855pREI0HhGruZ8V0QfxdwF+v55cQP/7yU3C+PY53xzvfdwZHJ9061tFH9AkNUYz20BE6QxM0RTRYC74Eu8FeuBFuh/vhwSo0DLqcD+gvC0/uAa17xHk=</latexit>

1

n

nX

i=1

Loss(f✓(x
(i)), y(i)) = E(x,y)⇠Pn

[Loss(f✓(x), y)]

allow a small 
perturbation of 
training sample 

(discrete distribution)

P̂n
<latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit>

"
<latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit>

d(Q, P̂n)  ✏
<latexit sha1_base64="/kntOo1Y5D/7VPGmVN/8aCPWjKk=">AAACF3icbVDLSgMxFM34rPVVdekmWIQKUmaqoMuiG5ct2Ad0Ssmkt21oJjMmGaEM8xdu/BU3LhRxqzv/xkw7grYeCBzOuYfce7yQM6Vt+8taWl5ZXVvPbeQ3t7Z3dgt7+00VRJJCgwY8kG2PKOBMQEMzzaEdSiC+x6Hlja9Tv3UPUrFA3OpJCF2fDAUbMEq0kXqFcr/k+kSPPC+uJ6c/1B0RHdeSpCdOsMvhDrsQKsbTQNEu21PgReJkpIgy1HqFT7cf0MgHoSknSnUcO9TdmEjNKIck70YKQkLHZAgdQwXxQXXj6V0JPjZKHw8CaZ7QeKr+TsTEV2rie2YyXVzNe6n4n9eJ9OCyGzMRRhoEnX00iDjWAU5Lwn0mgWo+MYRQycyumI6IJFSbKvOmBGf+5EXSrJSds3Klfl6sXmV15NAhOkIl5KALVEU3qIYaiKIH9IRe0Kv1aD1bb9b7bHTJyjIH6A+sj29m1qAT</latexit>

<latexit sha1_base64="rdziAk6JorinsTxCoKFc5RdNpyA=">AAAC2HiclVLPixMxFM6Mv9b6q+rRS7AILZQyU4d2Fz0suIIHD12wu4uTYcikmTZsJjMkmaUlBDwo4tU/zZt/hf+Cme4IddeLDxK+vO+9772XJKs4UzoIfnr+jZu3bt/Zu9u5d//Bw0fdx09OVFlLQuek5KU8y7CinAk610xzelZJiouM09Ps/E3Dn15QqVgpPuhNRZMCLwXLGcHaudLuL1QwkSK9ohpD9AoatNWM5TJLTDA62J+Mo8kwGAXBNByHDRhPo5eRRQVep8btepVl5tgO0RAe9XfPLZzZVAzga4hopRgvhbXwD/XWpqZNyc3aDjcDiBQr/qeHtpq1MUSarrV5Xypl+3k70Y76YAidfpJ2e41QY/A6CFvQA63N0u4PtChJXVChCcdKxWFQ6cRgqRnh1HZQrWiFyTle0thBgQuqErMdwMIXzrOAeSndEhpuvbsZBhdKbYrMRTaNqqtc4/wXF9c6308ME1WtqSCXhfKaQ13C5pXhgklKNN84gIlkrldIVlhiot1f6LhLCK+OfB2cjEfhZBQdR73Do/Y69sAz8Bz0QQim4BC8AzMwB8Sbe8b77H3xP/qf/K/+t8tQ32tznoK/zP/+G1Bg3d4=</latexit>

min
✓

max
Q, D(Q,Pn)<✏

E(x,y)⇠Q[Loss(f✓(x), y)]

e.g. re-weight or 
perturb training data points
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DRO and generalization

• DRO optimizes for a set of training data sets/
distributions

• Say underlying data distribution is

• Empirical training data is

• If , then we are guaranteed to perform well  
on  too, i.e., generalize!

ℙ

ℙ̂n

D(ℙ, ℙ̂n) < ϵ
ℙ

P̂n
<latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit><latexit sha1_base64="zEvnyfYhBWqCWpJ5yO0Da8Zcuas=">AAAB+nicbVDLSsNAFL2pr1pfrS7dDBbBVUlE0GXRjcsK9gFNKJPppB06eTBzo5TYT3HjQhG3fok7/8ZJm4W2Hhg4nHMv98zxEyk02va3VVpb39jcKm9Xdnb39g+qtcOOjlPFeJvFMlY9n2ouRcTbKFDyXqI4DX3Ju/7kJve7D1xpEUf3OE24F9JRJALBKBppUK25IcWx72fumCJpzQZGq9sNew6ySpyC1KFAa1D9cocxS0MeIZNU675jJ+hlVKFgks8qbqp5QtmEjnjf0IiGXHvZPPqMnBplSIJYmRchmau/NzIaaj0NfTOZB9XLXi7+5/VTDK68TERJijxii0NBKgnGJO+BDIXiDOXUEMqUMFkJG1NFGZq2KqYEZ/nLq6Rz3nDshnN3UW9eF3WU4RhO4AwcuIQm3EIL2sDgEZ7hFd6sJ+vFerc+FqMlq9g5gj+wPn8ALDyT7Q==</latexit>

"
<latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit><latexit sha1_base64="rld6jd05QhufWNRJJ69d1Vyob7g=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi6LHoxWMF+wFpKJvtpF262Q27m0IJ/RlePCji1V/jzX/jts1BWx8MPN6bYWZelHKmjed9O6WNza3tnfJuZW//4PCoenzS1jJTFFtUcqm6EdHImcCWYYZjN1VIkohjJxrfz/3OBJVmUjyZaYphQoaCxYwSY6WgNyEKU824FP1qzat7C7jrxC9IDQo0+9Wv3kDSLEFhKCdaB76XmjAnyjDKcVbpZRpTQsdkiIGlgiSow3xx8sy9sMrAjaWyJYy7UH9P5CTReppEtjMhZqRXvbn4nxdkJr4NcybSzKCgy0Vxxl0j3fn/7oAppIZPLSFUMXurS0dEEWpsShUbgr/68jppX9V9r+4/Xtcad0UcZTiDc7gEH26gAQ/QhBZQkPAMr/DmGOfFeXc+lq0lp5g5hT9wPn8Auc+Rhw==</latexit>

d(Q, P̂n)  ✏
<latexit sha1_base64="/kntOo1Y5D/7VPGmVN/8aCPWjKk=">AAACF3icbVDLSgMxFM34rPVVdekmWIQKUmaqoMuiG5ct2Ad0Ssmkt21oJjMmGaEM8xdu/BU3LhRxqzv/xkw7grYeCBzOuYfce7yQM6Vt+8taWl5ZXVvPbeQ3t7Z3dgt7+00VRJJCgwY8kG2PKOBMQEMzzaEdSiC+x6Hlja9Tv3UPUrFA3OpJCF2fDAUbMEq0kXqFcr/k+kSPPC+uJ6c/1B0RHdeSpCdOsMvhDrsQKsbTQNEu21PgReJkpIgy1HqFT7cf0MgHoSknSnUcO9TdmEjNKIck70YKQkLHZAgdQwXxQXXj6V0JPjZKHw8CaZ7QeKr+TsTEV2rie2YyXVzNe6n4n9eJ9OCyGzMRRhoEnX00iDjWAU5Lwn0mgWo+MYRQycyumI6IJFSbKvOmBGf+5EXSrJSds3Klfl6sXmV15NAhOkIl5KALVEU3qIYaiKIH9IRe0Kv1aD1bb9b7bHTJyjIH6A+sj29m1qAT</latexit>

P
<latexit sha1_base64="p6gaW5rDDaJOPB7yCnoeOybVYuI=">AAAB8XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZdFNy4r2Ae2Q8mkd9rQTGZIMkIZ+hduXCji1r9x59+YtrPQ1gOBwzn3knNPkAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqz02IuoGQVB1pj2yxW36s5BVomXkwrkaPTLX71BzNIIpWGCat313MT4GVWGM4HTUi/VmFA2pkPsWipphNrP5omn5MwqAxLGyj5pyFz9vZHRSOtJFNjJWUK97M3E/7xuasJrP+MySQ1KtvgoTAUxMZmdTwZcITNiYgllitushI2ooszYkkq2BG/55FXSqlW9i2rt/rJSv8nrKMIJnMI5eHAFdbiDBjSBgYRneIU3RzsvzrvzsRgtOPnOMfyB8/kDu6OQ9A==</latexit>

<latexit sha1_base64="rdziAk6JorinsTxCoKFc5RdNpyA=">AAAC2HiclVLPixMxFM6Mv9b6q+rRS7AILZQyU4d2Fz0suIIHD12wu4uTYcikmTZsJjMkmaUlBDwo4tU/zZt/hf+Cme4IddeLDxK+vO+9772XJKs4UzoIfnr+jZu3bt/Zu9u5d//Bw0fdx09OVFlLQuek5KU8y7CinAk610xzelZJiouM09Ps/E3Dn15QqVgpPuhNRZMCLwXLGcHaudLuL1QwkSK9ohpD9AoatNWM5TJLTDA62J+Mo8kwGAXBNByHDRhPo5eRRQVep8btepVl5tgO0RAe9XfPLZzZVAzga4hopRgvhbXwD/XWpqZNyc3aDjcDiBQr/qeHtpq1MUSarrV5Xypl+3k70Y76YAidfpJ2e41QY/A6CFvQA63N0u4PtChJXVChCcdKxWFQ6cRgqRnh1HZQrWiFyTle0thBgQuqErMdwMIXzrOAeSndEhpuvbsZBhdKbYrMRTaNqqtc4/wXF9c6308ME1WtqSCXhfKaQ13C5pXhgklKNN84gIlkrldIVlhiot1f6LhLCK+OfB2cjEfhZBQdR73Do/Y69sAz8Bz0QQim4BC8AzMwB8Sbe8b77H3xP/qf/K/+t8tQ32tznoK/zP/+G1Bg3d4=</latexit>

min
✓

max
Q, D(Q,Pn)<✏

E(x,y)⇠Q[Loss(f✓(x), y)]
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Application: DRO and class imbalance

• Assume population has K sub-groups (example: K=2).
• Usually: minimize “Empirical Risk” (average error)

• Here, 50% error on minority group makes only 10% average error.
(+ statistical patterns for minority may be different)

• We can “ignore” minority group and still get decent loss!

<latexit sha1_base64="8sINW3k02hxLiiy8yVS50v1mWmI=">AAACfHicbVHLahsxFNVMX6n7iNMuu6ioW7AJNTNpSArZhHTTRRcp1EnAMoNGvmMr0WOQ7oSYYb6if9ZdPiWbUtkZaOvkguBwzj260rl5qaTHJLmO4gcPHz1+svG08+z5i5eb3a1XJ95WTsBIWGXdWc49KGlghBIVnJUOuM4VnOYXX5b66SU4L635gYsSJprPjCyk4BiorPuTaWmymuEckDfsgB1QVjguUkPZkZz1KfOVzmpJGcIV1lQaOnO2KmlD06Ylv1nvm/5VJoN3dc+Abre+83t8O+u+87++5cxB1u0lw2RV9C5IW9AjbR1n3V9sakWlwaBQ3PtxmpQ4qblDKRQ0HVZ5KLm44DMYB2i4Bj+pV+E19ENgprSwLhyDdMX+66i59n6h89CpOc79urYk79PGFRafJ7U0ZYVgxO2golIULV1ugk6lA4FqEQAXToa3UjHnIXsM++qEENL1L98FJzvDdG/46ftu7/CojWODvCHvSJ+kZJ8ckq/kmIyIIDfR26gfDaLf8ft4O/542xpHrec1+a/ivT/UGL/v</latexit>

min
✓

1

n

⇣ X

i in group 1

Loss(xi; ✓) +
X

j in group 2

Loss(xj ; ✓)
⌘

80% 20%
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DRO and class imbalance

• Idea: automatically re-weight data via DRO
=> pay more attention to minority class

(Hashimoto et al. 2018, Fairness without demographics in repeated loss minimization)

<latexit sha1_base64="rdziAk6JorinsTxCoKFc5RdNpyA=">AAAC2HiclVLPixMxFM6Mv9b6q+rRS7AILZQyU4d2Fz0suIIHD12wu4uTYcikmTZsJjMkmaUlBDwo4tU/zZt/hf+Cme4IddeLDxK+vO+9772XJKs4UzoIfnr+jZu3bt/Zu9u5d//Bw0fdx09OVFlLQuek5KU8y7CinAk610xzelZJiouM09Ps/E3Dn15QqVgpPuhNRZMCLwXLGcHaudLuL1QwkSK9ohpD9AoatNWM5TJLTDA62J+Mo8kwGAXBNByHDRhPo5eRRQVep8btepVl5tgO0RAe9XfPLZzZVAzga4hopRgvhbXwD/XWpqZNyc3aDjcDiBQr/qeHtpq1MUSarrV5Xypl+3k70Y76YAidfpJ2e41QY/A6CFvQA63N0u4PtChJXVChCcdKxWFQ6cRgqRnh1HZQrWiFyTle0thBgQuqErMdwMIXzrOAeSndEhpuvbsZBhdKbYrMRTaNqqtc4/wXF9c6308ME1WtqSCXhfKaQ13C5pXhgklKNN84gIlkrldIVlhiot1f6LhLCK+OfB2cjEfhZBQdR73Do/Y69sAz8Bz0QQim4BC8AzMwB8Sbe8b77H3xP/qf/K/+t8tQ32tznoK/zP/+G1Bg3d4=</latexit>

min
✓

max
Q, D(Q,Pn)<✏

E(x,y)⇠Q[Loss(f✓(x), y)]
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What to do about distribution shift?

•Distributionally robust optimization
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Learn a spatiotemporal prior

Presence-Only Geographical Priors for Fine-Grained Image Classification, Mac Aodha et al., 2019

© Mac Aodha et al. All rights 
reserved. This content is excluded 
from our Creative Commons license. 
For more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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What to do about distribution shift?

•Distributionally robust optimization
•Learn (or use) a prior for subpopulation shift
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https://link.springer.com/article/10.1007/s10489-022-03709-8

© He et al. All rights reserved. This 
content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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What to do about distribution shift?

•Distributionally robust optimization
•Learn (or use) a prior for subpopulation shift
•Domain adaptation (next lecture!)
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https://arxiv.org/abs/2302.07865

© Vendrow et al. All rights reserved. 
This content is excluded from our 
Creative Commons license. For 
more information, see 
https://ocw.mit.edu/help/faq-fair-use/
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What to do about distribution shift?

•Distributionally robust optimization
•Learn (or use) a prior for subpopulation shift
•Domain adaptation (next lecture!)
•Diagnose failures
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What to do about distribution shift?

•Distributionally robust optimization
•Learn (or use) a prior for subpopulation shift
•Domain adaptation (next lecture!)
•Diagnose failures
•Get training data that is representative of your test domain
(works better than any algorithm)

61



Summary

• Out-of-distribution generalization: big challenge, but helps understand
what NNs learn.

• Adversarial examples and training

• Distribution shifts
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