
Homework 4
6.7960 Deep Learning

Fall 2024

Instructions: Complete the following questions. There are a total of 25 points for this
homework. Each question is marked with its corresponding points. Some questions are not
graded, including all bonus questions. But you are encouraged to think about and attempt
them.

If a short (≤ 1 sentence) answer is requested, such as a short expression or comment, please
write it concisely in a clearly identifiable location. Box your answers for such problems,
especially if handwriting them, (e.g. using "\fbox{Box}" in LATEX). In addition, box
your answers for all “yes/no” or multiple choice questions.

Please adhere to each questions expected deliverables and answer length!

For all plotting questions, do not hand-draw the functions, use plotting tools instead.

Collaboration: If you collaborate with other students on the homework, list the names of 
all your collaborators.

Notation: We will use this set of math notation specified on course website. For 
example, c is a scalar, b is a vector and W is a matrix.
You are encouraged (although not enforced) to follow this notation.

Note on use of AI Assistants: This assignment contains a few coding questions. We 
understand that AI assistants can complete many coding based problems. Therefore, we 
would like to provide a reminder of our AI assistant policy. You may not simply ask an AI 
assistant to complete you code for you. This includes Google Colab autocomplete, which 
should not be used for completing assignments. Our full AI assistant policy can be found 
here.

Note on Colab Autocomplete Usage: Please disable Colab’s code autocomplete for this 
problem set. Navigate to Tools/Settings/Editor, and toggle off the option labeled ”Auto-
matically trigger code completions.” For more details, refer to the instructions here.

This homework has two sections, roughly of equal work.

• (13pt) The first section focuses on similarity-based learning in both supervised and
self-supervised learning, with a focus on the latter. We derive certain properties of
such learned representations, and highlight a connection between the supervised
objective and the self-supervised objective.

• (12pt) The second section focuses on empirically analyzing learned representations
from reconstruction-based and similarity-based objectives. Via nearest neighbors, we
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show how choices of self-supervised objectives can affect the information captured in
representations.

Similarity-Based Learning: Self-Supervised and Supervised (13pt)

Recall from lecture that contrastive learning optimizes an encoder network on certain
similarity measures. In this section, we will explore such similarity-based objectives, and
see how they relate to contrastive learning and supervised learning.

Setting: For some data space X , we consider data coming from a (equal) mixture of
N distributions {pi}Ni=1, where each pi is a distribution over X , and N is finite. These
represent N groups of data samples, where samples within each group are considered
similar. Essentially, {pi}Ni=1 defines the similarity relation that we will learn from.

Contrastive Learning: Consider an encoder f : X → Sd−1, where Sd−1 is the (d − 1)-
dimensional unit hypersphere ⊂ Rd (where the normalization removes a dimension). Usu-
ally, f is a deep encoder network computing a vector ∈ Rd, followed by an l2-normalization
step (dividing the vector by its norm). Sd−1 is our representation space. We consider the
following specific form of contrastive loss:

Lcontr(f) ≜
1

N

N∑
i=1

E
xi∼pi

∀j∈{1,...,N}, yj∼pj

[
− log

ef(xi)
Tf(yi)∑N

j=1 e
f(xi)Tf(yj)

]
, (1)

where (xi, yi) is the positive pair and, for j ̸= i, (xi, yj) are the negative pairs.

An example with N = 4 mixtures:

Data ~ Mixture Representation space

Encoder

Positive Pair
Negative Pairs
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For this section, we consider optimizing over all possible functions. In practice, f is usually
a parametrized encoder using deep neural networks.

Remarks on our setting (not required for completing the questions): Our setting and
the contrastive loss form in Equation (1) may look a bit different from what you encounter
elsewhere. For example, we assume that

• N , the number of similarity groups (pi’s), is finite,
• The logits are not scaled by some temperature parameter
• For an element xi ∼ pi. the negatives are always formed from exactly one sample

from each other similarity group pj (j ̸= i), and never from the same group pi.
These assumptions make our analysis easier. While the exact results we derive may be
slightly different from other analyses, the core messages are the same.

1. (1pt; Augmentations and Image Contrastive Learning) For contrastive learning on
images, recall that we often choose positive pairs as augmentations of the same image,
and negative pairs as augmentations of different images.

Consider an image dataset {imgi}Ki=1, and paug( · | img) the distribution over aug-
mented versions of an image img.

To cast this into our setting, write down formulas for N and {pi}i in terms of {imgi}Ki=1,
K, and paug.

2. (1pt; Instance Discrimination/Classification) Equation (1) is essentially a cross-
entropy loss. For xi and {yj}Nj=1, write down the number of classes C, the logits vector
∈ RC , and the target class ∈ {1, . . . , C}. Are entries of the logits vector bounded
within some range? If so, write down the range.

3. (0.5pt; Dot Products and Distances) Derive the relationship between the Euclidean
distance ∥u− v∥2 and the dot product uTv of two vectors u, v. Further, show how the
cosine similarity between the two vectors relates to the Euclidean distance when both
vectors lie on the unit sphere u, v ∈ Sd−1.

4. (7pt; From Classification to Representation Geometry) In Question 2, we cast the
contrastive loss as a classification loss, where each combination of xi and {yj}Nj=1 gives
a classification question for the encoder f . Unlike the usual supervised classification
training, the target label here is constructed differently, and the logits follow a weird
form involving f .

Let’s build some intuition on what this classification task even means. In particular,
we characterize what encoders f can achieve perfect classification accuracy.

Assumption:

Each pi is restricted to a finite set Si, where pi(s) > 0 for all s ∈ Si. (2)
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(a) (2pt) Suppose N = 3, each pi is a uniform distribution over 4 elements, and f
encoder simply outputs a 2-dimensional unit vector (on S1).

In the four plots below, we show four different feature distributions from differ-
ent f choices. For each one, answer “Yes” or “No”: does f achieves a perfect
classification accuracy (over all choices of xi and {yj}Nj=1)?
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f(x) : x ≥ p1
<latexit sha1_base64="0LZ198lob8YNlrH+NbvQ/1v66wk=">AAADb3icjVJbixMxFM62Xtbx1lXQB0GCw8LuSztTFUUQquuDT+4KdnehKSWTpm1obiQZtyXmz/iqf8if4T8wnQ5i9wIeCJzzfd9JTs45hebMuiz7tdVoXrt+4+b2reT2nbv37rd2HhxbVRpC+0RxZU4LbClnkvYdc5yeakOxKDg9KeYHK/7kKzWWKfnFLTUdCjyVbMIIdhEatR5N9hb7EK0uknABkWUC6lF31EqzdlYZvOjktZOC2o5GO413aKxIKah0hGNrB3mm3dBj4xjhNCSotFRjMsdTOiBi6Ccl5zoGm0x0JRbUDn31tQB3IzKGE2XikQ5W6L8ZfvG/QiysXYoiKgV2M3ueW4FXcW4mLqMGpZu8HnomdemoJOsa4r+gU3DVazhmhhLHl9HBxLDYCUhm2GDi4kQ2HrFWchE1yobk0sp24cw5/abTIQ7LtjLTjp5POzW72RCNjaVXJKzJ+MQnevahHteBEgLLsUcqLgo2Rp0Ff+jfBnjoUanXABTB7yYQVhpLnUcCz2mhFoNqyqigUya9w0XJsQm+5wOJJ6TPEaoUiEpbGroq1qfdEMPxX3UIPs1DEpK4dPn5FbvoHHfb+ct29vlF2ntfr982eAKegT2Qg1egBz6CI9AHBHwD38EP8LPxu/m4+bQJ19LGVp3zEGxYc/8PFEwfMQ==</latexit>

f(x) : x ≥ p2
<latexit sha1_base64="VOrLVWTi9zGVTrvjSTvuT5g6KRA=">AAADb3icjVLbbhMxEHUTLmW5NAUJHpCQxapS+5LstiAQElKgPPBEi0TaSnEUeR0nseKbbC9NZPwzvMIP8Rn8Ac5mhUgvEiNZmjnnjD2emUJzZl2W/dpoNG/cvHV7805y9979B1ut7YcnVpWG0B5RXJmzAlvKmaQ9xxynZ9pQLApOT4vZ4ZI//UqNZUp+cQtNBwJPJBszgl2Ehq3H4935HkTLiyScQ2SZgHp4MGylWTurDF528tpJQW3Hw+3GOzRSpBRUOsKxtf08027gsXGMcBoSVFqqMZnhCe0TMfDjknMdg3UmuhILage++lqAOxEZwbEy8UgHK/TfDD//XyEW1i5EEZUCu6m9yC3B6zg3FVdR/dKNXw88k7p0VJJVDfFf0Cm47DUcMUOJ44voYGJY7AQkU2wwcXEia49YK7mIGmVDcmVlO3DqnH7T6RCHZVuZSUfPJp2aXW+IxsbSaxJWZHziEz3/UI/rUAmB5cgjFRcFG6POgz/ybwM88qjUKwCK4HcSCCuNpc4jgWe0UPN+NWVU0AmT3uGi5NgE3/WBxBPSA4QqBaLSloYui/Xpfojh6K86BJ/mIQlJXLr84opddk722/nLdvb5Rdp9X6/fJngKnoNdkINXoAs+gmPQAwR8A9/BD/Cz8bv5pPmsCVfSxkad8wisWXPvDxdAHzI=</latexit>

f(x) : x ≥ p3 1

1

-1

-1
<latexit sha1_base64="2reN5IHvx6G/njfVHjkjPW6bZNY=">AAADY3icjVJbaxNBFJ4mXupW7UXfRBhcCj4lu1VRBCFaH3yyFU1byMYyOzlJhsyNmVnbMMzf8FX/lj/A/+Fks4jpBTwwcOb7vsO5lpoz67Ls11qrfePmrdvrd5KNu/fub25t7xxZVRkKfaq4MiclscCZhL5jjsOJNkBEyeG4nO0v+ONvYCxT8oubaxgKMpFszChxESoKQdy0LP3n8DU/3UqzTlYbvuzkjZOixg5Pt1tvi5GilQDpKCfWDvJMu6EnxjHKISRFZUETOiMTGFAx9OOKcx0/q0x0JRFgh75uJ+DdiIzwWJn4pMM1+m+EP/9fIRHWzkUZlYs+7UVuAV7Huam4ihpUbvxq6JnUlQNJlzXEvrBTeDFfPGIGqOPz6BBqWJwEplNiCHVxCytJrJVcRI2yIbmysl08dU6/7napI7KjzKSrZ5Nuw64ORBNj4ZqAJRlTfISz98269pUQRI58oeJxEGPUWfAH/k3AB76o9BLAIvjdBONaY8H5eCwzKNX5oN5yUcKESe9IWXFigu/5QOML6bOiqBUFSFsZWBTr070Qv6O/6hB8mockJPHo8osndtk52uvkLzrZp+dp711zfuvoEXqCnqIcvUQ99AEdoj6iSKPv6Af62frd3mjvtB8upa21JuYBWrH24z/8lhv8</latexit>

S1
1

1

-1

-1
<latexit sha1_base64="2reN5IHvx6G/njfVHjkjPW6bZNY=">AAADY3icjVJbaxNBFJ4mXupW7UXfRBhcCj4lu1VRBCFaH3yyFU1byMYyOzlJhsyNmVnbMMzf8FX/lj/A/+Fks4jpBTwwcOb7vsO5lpoz67Ls11qrfePmrdvrd5KNu/fub25t7xxZVRkKfaq4MiclscCZhL5jjsOJNkBEyeG4nO0v+ONvYCxT8oubaxgKMpFszChxESoKQdy0LP3n8DU/3UqzTlYbvuzkjZOixg5Pt1tvi5GilQDpKCfWDvJMu6EnxjHKISRFZUETOiMTGFAx9OOKcx0/q0x0JRFgh75uJ+DdiIzwWJn4pMM1+m+EP/9fIRHWzkUZlYs+7UVuAV7Huam4ihpUbvxq6JnUlQNJlzXEvrBTeDFfPGIGqOPz6BBqWJwEplNiCHVxCytJrJVcRI2yIbmysl08dU6/7napI7KjzKSrZ5Nuw64ORBNj4ZqAJRlTfISz98269pUQRI58oeJxEGPUWfAH/k3AB76o9BLAIvjdBONaY8H5eCwzKNX5oN5yUcKESe9IWXFigu/5QOML6bOiqBUFSFsZWBTr070Qv6O/6hB8mockJPHo8osndtk52uvkLzrZp+dp711zfuvoEXqCnqIcvUQ99AEdoj6iSKPv6Af62frd3mjvtB8upa21JuYBWrH24z/8lhv8</latexit>

S1
1

1

-1

-1
<latexit sha1_base64="2reN5IHvx6G/njfVHjkjPW6bZNY=">AAADY3icjVJbaxNBFJ4mXupW7UXfRBhcCj4lu1VRBCFaH3yyFU1byMYyOzlJhsyNmVnbMMzf8FX/lj/A/+Fks4jpBTwwcOb7vsO5lpoz67Ls11qrfePmrdvrd5KNu/fub25t7xxZVRkKfaq4MiclscCZhL5jjsOJNkBEyeG4nO0v+ONvYCxT8oubaxgKMpFszChxESoKQdy0LP3n8DU/3UqzTlYbvuzkjZOixg5Pt1tvi5GilQDpKCfWDvJMu6EnxjHKISRFZUETOiMTGFAx9OOKcx0/q0x0JRFgh75uJ+DdiIzwWJn4pMM1+m+EP/9fIRHWzkUZlYs+7UVuAV7Huam4ihpUbvxq6JnUlQNJlzXEvrBTeDFfPGIGqOPz6BBqWJwEplNiCHVxCytJrJVcRI2yIbmysl08dU6/7napI7KjzKSrZ5Nuw64ORBNj4ZqAJRlTfISz98269pUQRI58oeJxEGPUWfAH/k3AB76o9BLAIvjdBONaY8H5eCwzKNX5oN5yUcKESe9IWXFigu/5QOML6bOiqBUFSFsZWBTr070Qv6O/6hB8mockJPHo8osndtk52uvkLzrZp+dp711zfuvoEXqCnqIcvUQ99AEdoj6iSKPv6Af62frd3mjvtB8upa21JuYBWrH24z/8lhv8</latexit>

S1
1

1

-1

-1
<latexit sha1_base64="2reN5IHvx6G/njfVHjkjPW6bZNY=">AAADY3icjVJbaxNBFJ4mXupW7UXfRBhcCj4lu1VRBCFaH3yyFU1byMYyOzlJhsyNmVnbMMzf8FX/lj/A/+Fks4jpBTwwcOb7vsO5lpoz67Ls11qrfePmrdvrd5KNu/fub25t7xxZVRkKfaq4MiclscCZhL5jjsOJNkBEyeG4nO0v+ONvYCxT8oubaxgKMpFszChxESoKQdy0LP3n8DU/3UqzTlYbvuzkjZOixg5Pt1tvi5GilQDpKCfWDvJMu6EnxjHKISRFZUETOiMTGFAx9OOKcx0/q0x0JRFgh75uJ+DdiIzwWJn4pMM1+m+EP/9fIRHWzkUZlYs+7UVuAV7Huam4ihpUbvxq6JnUlQNJlzXEvrBTeDFfPGIGqOPz6BBqWJwEplNiCHVxCytJrJVcRI2yIbmysl08dU6/7napI7KjzKSrZ5Nuw64ORBNj4ZqAJRlTfISz98269pUQRI58oeJxEGPUWfAH/k3AB76o9BLAIvjdBONaY8H5eCwzKNX5oN5yUcKESe9IWXFigu/5QOML6bOiqBUFSFsZWBTr070Qv6O/6hB8mockJPHo8osndtk52uvkLzrZp+dp711zfuvoEXqCnqIcvUQ99AEdoj6iSKPv6Af62frd3mjvtB8upa21JuYBWrH24z/8lhv8</latexit>

S1

<latexit sha1_base64="h2uzlBwkGdvZ/wcz7bXIUXs7pGQ=">AAADXHicjVJdaxNBFJ0mVevWaqvgiy+DS8GnZLdVFKEQrQ8+tRVMW8iGMju5SYbMFzOztmGY3+Cr/jRf/C1ONouYfoAXBs6ccy73zp1bas6sy7Jfa632+r37DzYeJpuPth4/2d55empVZSj0qeLKnJfEAmcS+o45DufaABElh7NydrjQz76BsUzJr26uYSjIRLIxo8RFqn+ED/D+xXaadbI68E2QNyBFTZxc7LQ+FCNFKwHSUU6sHeSZdkNPjGOUQ0iKyoImdEYmMKBi6McV5zpeVpUIJRFgh75+R8C7kRnhsTLxSIdr9t8Mf/W/RiKsnYsyOgVxU3tdW5B3aW4qbpMGlRu/G3omdeVA0mUP8V3YKbwYLB4xA9TxeQSEGhYngemUGEJdHP9KEWslF9GjbEhu7WwXT53T77td6ojsKDPp6tmk26irA9HEWLgjYSnGEkdw+an5rkMlBJEjX6i4FcQYdRn8sT8I+NgXlV4SWAS/m2Bceyw4Xwgyg1JdDepfLkqYMOkdKStOTPA9H2g8Id0vitpRgLSVgUWzPt0L8Tr66w7Bp3lIQhKXLr++YjfB6V4nf9PJvrxOex+b9dtAL9BL9Arl6C3qoc/oBPURRQx9Rz/Qz9bv9np7s721tLbWmpxnaCXaz/8AELMYEA==</latexit>

N = 3
<latexit sha1_base64="s4kis5gKCy7tJwjZmVUc/RuArSs=">AAADWnicjVJdaxNBFJ0mfrRbta365svgEqgvyW5VFEGI1oc+tRVNW8iGMju52QyZj2Vm1jYM8xN81d8m+GOcbBYx/QAvDJw551zunTs3LzkzNkl+rbXad+7eu7++EW0+ePhoa3vn8YlRlaYwoIorfZYTA5xJGFhmOZyVGojIOZzms/2FfvoNtGFKfrXzEkaCFJJNGCU2UF92yYvz7TjpJnXg6yBtQIyaOD7faX3IxopWAqSlnBgzTJPSjhzRllEOPsoqAyWhM1LAkIqRm1Scl+GyqgQoiQAzcvUrPO4EZownSocjLa7ZfzPc5f8aiTBmLvLgFMROzVVtQd6m2am4SRpWdvJ25JgsKwuSLnsI78JW4cVY8ZhpoJbPAyBUszAJTKdEE2rD8FeKGCO5CB5lfHRjZx08tbZ81+tRS2RX6aJXzopeo64OpCTawC0JSzGUOISLT8137SshiBy7TIWdIFqrC++O3HuPj1xWlUsCC+86Eca1x4B1mSAzyNXlsP7lLIeCSWdJXnGives7T8Px8cssqx0ZSFNpWDTr4j0fruO/bu9dnPrIR2Hp0qsrdh2c7HXT193k86u4/7FZv3X0DD1HuyhFb1AfHaBjNEAUFeg7+oF+tn63W+2N9ubS2lprcp6glWg//QPh8hew</latexit>

(a)
<latexit sha1_base64="Ra7t0m8nUa8J2HiS7k1Kf79Akl0=">AAADWnicjVJdaxNBFJ0mfrRbta365svgEqgvyW5VFEGI1oc+tRVNW8iGMju52QyZj2Vm1jYM8xN81d8m+GOcbBYx/QAvDJw551zunTs3LzkzNkl+rbXad+7eu7++EW0+ePhoa3vn8YlRlaYwoIorfZYTA5xJGFhmOZyVGojIOZzms/2FfvoNtGFKfrXzEkaCFJJNGCU2UF928xfn23HSTerA10HagBg1cXy+0/qQjRWtBEhLOTFmmCalHTmiLaMcfJRVBkpCZ6SAIRUjN6k4L8NlVQlQEgFm5OpXeNwJzBhPlA5HWlyz/2a4y/81EmHMXOTBKYidmqvagrxNs1NxkzSs7OTtyDFZVhYkXfYQ3oWtwoux4jHTQC2fB0CoZmESmE6JJtSG4a8UMUZyETzK+OjGzjp4am35rtejlsiu0kWvnBW9Rl0dSEm0gVsSlmIocQgXn5rv2ldCEDl2mQo7QbRWF94dufceH7msKpcEFt51IoxrjwHrMkFmkKvLYf3LWQ4Fk86SvOJEe9d3nobj45dZVjsykKbSsGjWxXs+XMd/3d67OPWRj8LSpVdX7Do42eumr7vJ51dx/2OzfuvoGXqOdlGK3qA+OkDHaIAoKtB39AP9bP1ut9ob7c2ltbXW5DxBK9F++gfk5xex</latexit>

(b)
<latexit sha1_base64="9a3ZcI8fEejsnMF4NK4Zx5/9Mqk=">AAADWnicjVJdaxNBFJ0mfrRbta365svgEqgvyW5VFEGI1oc+tRVNW8iGMju52QyZj2Vm1jYM8xN81d8m+GOcbBYx/QAvDJw551zunTs3LzkzNkl+rbXad+7eu7++EW0+ePhoa3vn8YlRlaYwoIorfZYTA5xJGFhmOZyVGojIOZzms/2FfvoNtGFKfrXzEkaCFJJNGCU2UF926Yvz7TjpJnXg6yBtQIyaOD7faX3IxopWAqSlnBgzTJPSjhzRllEOPsoqAyWhM1LAkIqRm1Scl+GyqgQoiQAzcvUrPO4EZownSocjLa7ZfzPc5f8aiTBmLvLgFMROzVVtQd6m2am4SRpWdvJ25JgsKwuSLnsI78JW4cVY8ZhpoJbPAyBUszAJTKdEE2rD8FeKGCO5CB5lfHRjZx08tbZ81+tRS2RX6aJXzopeo64OpCTawC0JSzGUOISLT8137SshiBy7TIWdIFqrC++O3HuPj1xWlUsCC+86Eca1x4B1mSAzyNXlsP7lLIeCSWdJXnGives7T8Px8cssqx0ZSFNpWDTr4j0fruO/bu9dnPrIR2Hp0qsrdh2c7HXT193k86u4/7FZv3X0DD1HuyhFb1AfHaBjNEAUFeg7+oF+tn63W+2N9ubS2lprcp6glWg//QPn3Bey</latexit>

(c)
<latexit sha1_base64="J80/X09GoGdfOkn5xrPoLM+bs/0=">AAADWnicjVJdaxQxFE13/Winalv1zZfgUKgvuzNVUQRhtT74ZCu6bWFnKZnM3dlh80WSsV1CfoKv+tsEf4zZ2UHcfoAXAifnnMu9ubm5YpWxSfJrrdO9dfvO3fWNaPPe/Qdb2zsPj42sNYUhlUzq05wYYJWAoa0sg1OlgfCcwUk+O1joJ99Am0qKr3auYMxJKapJRYkN1Je94tnZdpz0kibwVZC2IEZtHJ3tdN5lhaQ1B2EpI8aM0kTZsSPaVpSBj7LagCJ0RkoYUT52k5oxFS6rSoCCcDBj17zC493AFHgidTjC4ob9N8Nd/K+RcGPmPA9OTuzUXNYW5E2anfLrpFFtJ6/HrhKqtiDosofwLmwlXowVF5UGatk8AEJ1FSaB6ZRoQm0Y/koRYwTjwSONj67tbBdPrVVv+n1qiehJXfbVrOy36upAFNEGbkhYiqHEJzj/0H7XgeSciMJlMuwE0Vqee3fo3np86LJaLQnMvduNMG48BqzLOJlBLi9GzS9nOZSVcJbkNSPau4HzNBwfP8+yxpGBMLWGRbMu3vfhWvx1e+/i1Ec+CkuXXl6xq+B4v5e+7CWfX8SD9+36raMn6CnaQyl6hQboIzpCQ0RRib6jH+hn53e3093obi6tnbU25xFaie7jP+rRF7M=</latexit>

(d)

(Recall that a prediction is correct if the largest entry of logit is uniquely target.)

(b) (1pt; Feature Geometry) Recall that we have Assumption (2). For example, the
scenario in Question 4a is a case satisfying the assumption.

Consider the following quantities:

diameteri(f) ≜ max
s,t∈Si

∥f(s)− f(t)∥2 ∀i (3)

margini→j(f) ≜ min
si∈Si
sj∈Sj

∥f(si)− f(sj)∥2 ∀i, j (4)

These are metrics closely related to the positive and negative pair distributions.
In particular, diameteri is defined with the positive pairs from pi (supported on
set Si), and margini→j is defined with the negative pairs from pi and pj .

Describe in approx. 1-2 lines what diameteri(f) and margini→j(f) geometrically
represent in terms of the distance between feature vectors.

(c) (1pt; Optimal Feature Geometry) Multiple choice: Which of the following
conditions on encoder f ensures a perfect accuracy? Choose one:

i.
∀i, ∃j ̸= i such that diameteri(f) < margini→j(f)

(i.e., for all distributions i, its diameter is smaller than the margin between i
and some other j.)

ii.
∀i ̸= j, diameteri(f) < margini→j(f)

(i.e., for all distributions i, its diameter is smaller than the margin between i
and all other j.)
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iii.
∃i∗ such that diameteri∗(f) < min

i̸=j
margini→j(f)

(i.e., the diameter of i∗ is smaller of any margin between two different
distributions.)

(d) (Optional) Question: Explain why, as the dimensionality d of the feature space
increases, the margin between different classes can become smaller. How does
this affect the choice of encoder function f?

(e) (2pt; Alignment, Invariance, Margin, and Uniformity) Consider the case where
pi’s have disjoint supports (i.e., Si’s). Answer the following questions:

i. (0.5pt; Alignment) To more easily satisfy the condition you obtained in
Question 4c, should we have larger or smaller diameteri’s? Answer “larger”
or “smaller”.

ii. (0.5pt; Margin) To more easily satisfy the condition you obtained in Ques-
tion 4c, should we have larger or smaller margini→j’s? Answer “larger” or
“smaller”.

iii. (1pt) Consider an optimal encoder f ∗ that extremizes diameteri’s and margini→j’s
based on your answers above.

A. (0.5pt; Invariances) We say that an encoder f is invariant to variations
within a set S ⊂ X if f(x) is constant ∀x ∈ S.

What are the invariances that f ∗ learn (if any)? Provide your answer in the
form of a collection of sets ⊂ X , where f is invariant to variations within
each, and these sets are “largest” in the sense that f ∗ is not invariant to
the union of any two of them.

B. (0.5pt; Uniformity) In geometry, a well known problem is to find max-
margin placements of N unit-vectors on Sd−1 [Tammes, 1930], whose
solution is “roughly uniformly” placing the points Sd−1.

Consider the above Tammes’ problem and the problem of extremizing
diameteri’s and margini→j . Discuss the relation between them in 1-3
sentences.

(f) (1pt; Overlapping Distributions) Without the assumption that pi’s have disjoint
supports (i.e., Si’s). Answer the following questions:

• (0.5pt) Answer “Yes” or “No”: Can the condition you obtained in Ques-
tion 4c be satisfied with possible overlapping supports?
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• (0.5pt) What will happen to two pi and pj that have overlapping support:

supp(pi)
⋂

supp(pj) = Si

⋂
Sj ̸= ∅, i ̸= j (5)

Provide 1-2 sentence description on how their features are placed by an
optimal encoder f .
Your answer doesn’t need to provide an exact characterization, but should
mention the distance between feature vectors from these two distributions.

Remark: This accuracy-based analysis already reveals how contrastive learning
groups features together based on the positive pair distributions. In particular, Ques-
tion 4e says that contrastive learning might prefer tight clusters that are uniformly
placed in the representation space. While many assumptions are used to obtain these
insights, a more involved analysis shows that they hold true generally [Wang and
Isola, 2020].

5. (2pt; Normalization in Contrastive Learning) Consider an encoder f with perfect
accuracy on the data distributions (as defined in Question 4). Answer the following
questions:

• (1pt) Answer “Yes” or “No”: Does f achieve zero contrastive loss (Equation (1))?

• (1pt) Suppose we relax the constraint that encoders must output to Sd−1, and
instead allow them to output any value ∈ Rd. Consider optimizing such encoders
to minimize the contrastive loss.

– (0.5pt) Is there an encoder that attains arbitrarily small contrastive loss?
Hint: One approach, temperature scaling divides the logits by a scalar
parameter softmax = ez/T/

∑
i e

zi/T . Think about the effect of logit scaling
on cross-entropy classification loss. For more information on temperature
scaling, see https://arxiv.org/pdf/1706.04599.pdf

– (0.5pt) Are there any potential numerical stability issues?

6. (1.5pt; Cross-Entropy Supervised Learning as Dual-Encoder Contrastive Learning)

In fact, the familiar cross-entropy supervised classifier learning can be exactly cast as
a Dual-Encoder contrastive learning method.

Dual-Encoder Contrastive Learning: Consider two data domains X1 and X2 (e.g.,
images and text), two encoders

f1 : X1 → Rd (6)

f2 : X2 → Rd, (7)

and positive pair distributions {pi}Ni=1, where each pi is a distribution over the

6
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product space X1 ×X2. Define the following form of Dual-Encoder contrastive loss:

Ldual-enc-contr(f1, f2) ≜
1

N

N∑
i=1

E
∀j∈{1,...,N},
(x

(1)
j ,x

(2)
j )∼pj

− log
ef1(x

(1)
i )Tf2(x

(2)
i )∑N

j=1 e
f1(x

(1)
i )Tf2(x

(2)
j )

 , (8)

where (x
(1)
i , x

(2)
i ) is the positive pair and, for j ̸= i, (x(1)

i , x
(2)
j ) are the negative pairs.

This is referred to as cooccurrence-based contrastive learning in notes.

Remark : We use unconstrained encoder (output ∈ Rd) to make connections precise.
In practice, dual-encoder methods usually still use normalized outputs ∈ Sd−1.

Assume a labelled dataset for classification Dlabelled ≜ {(xk, yk)}Kk=1, where xk ∈ X are
data samples, and yk ∈ {1, 2, . . . , C} are labels from C evenly-represented classes.

With standard supervised training, consider optimizing a deep classifier g : X → RC

w.r.t. cross-entropy loss on {xk, yk}Kk=1:

Lxce(g) ≜ E
xk,yk∼Dlabelled

[
− log

eg(xk)[yk]∑
c e

g(xk)[c]︸ ︷︷ ︸
softmax(g(xk))[yk]

]
. (9)

Let’s refer to this training procedure as supervised cross-entropy classification,
where we say that g correctly predicts on pair (x, y) iff

argmax
c∈{1,2,...,C}

g(x)︸︷︷︸
logits

[c] = y, where argmax is unique. (10)

Compare it with the dual-encoder contrastive learning procedure, and answer the
following questions in write-up:

• (1pt) Provide the exact forms of N , {pi}i, d, X1, X2, f1, and f2, so that training g
w.r.t. Lxce exactly corresponds to training f1 and f2 w.r.t. Ldual-enc-contr(f1, f2).
Hint: Think about how to structure the cross entropy loss as a dual encoder
contrastive loss problem. As an example of an a possible alternate answer, you
may decompose g(x) = WT[gfeature(x) :: 1], where :: denotes concatenation, W is
the parameters of the final linear layer in g, and gfeature is the computation of g
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before the final layer with output ∈ Rdfeature .

N = C

pi = Uniform{xk : yk = i}
d = dfeature + 1

X1 = X
X2 = {1, 2, . . . , C}

f1(x) = [gfeature(x) :: 1] ∈ Rdfeature+1

f2(c) = Wc ∈ Rdfeature+1.

• (0.5pt) Show that under this view, the supervised cross-entropy classification
accuracy of g coincides with the contrastive loss accuracy defined in Question 4.

8
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Reconstruction and Similarities in Representation Learning (12pt)

We consider performing unsupervised representation learning on a dataset of colored
shapes. Each image has resolution 64×64 . Across the dataset, there are three underlying
varying factors, as shown in Figure 2.

Figure 1: Random unconditional samples of the dataset.

Shape Location Color

Figure 2: Three types of variations in the dataset.

We will use a finite training dataset of size N , denoted as

Dtrain ≜ {xi}Ni=1, (11)

where each xi ∈ X is such an image. The goal of representation learning is to optimize an
encoder function f : X → Rd, so that f(x) is a good representation/latent/embedding/en-

9
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coding of x. Here Rd is called the representation space, with usually a small d aiming for a
compact representation of the dataset that captures important features.

Instructions: We will use this notebook. There are only a few FIXME place where you
need to fill in and submit the code. Majority of the code are already provided. You are
not required to fully read through the implementation of them, but should conceptually
understand what the functions/classes with docstrings are doing. You will be asked to
attach certain plots, and provide certain discussions about the results in your final write-
up. The training time for some contrastive encoders can be close to 1 hour, while the
autoencoder and some other contrastive encoders are much faster. Please include all code
as a PDF attached to the end of your HW submission.

7. (6pt; Autoencoder) Autoencoder objective involves two functions:

f : X → Rd (encoder)

g : Rd → X . (decoder)

The objective is reconstruction, saying that g should be able to fully reconstruct input
data x, by only looking at the representation f(x):

LAE(f ; g) =
1

N

N∑
i=1

MSE(g(f(x)), x)︸ ︷︷ ︸
mean squared error between reconstruction and original x

. (12)

(a) (3pt; Theoretical Optimum) Consider two functions f ∗ and g∗. All we know
is that they perfectly solve the Autoencoder objective in Equation (12) on the
finite dataset Dtrain ≜ {xi}Ni=1, where all samples are assumed to be distinct and
samples from some px.

Answer each of the following questions with respect to the shape dataset in
Figure 2 with one of {“Yes”, “No”, “Maybe”} and briefly explain your answer
(approx. 1 sentence).

i. (0.5pt) For some xi ∈ Dtrain, can its dataset index i be decided by f ∗(xi)
alone?

(A property of x can be decided by f ∗(x) alone if there exists a function h
such that the property of x can be written as h(f ∗(x)).)

ii. (0.5pt) For some xi ∈ Dtrain, can the color of xi be decided by f ∗(xi) alone?

iii. (0.5pt) For three {x, y, z} ⊂ Dtrain, where x and y are both red, and z is blue.
Compared to x and z, are x and y closer in representation space?

I.e., is the following true?

∥f ∗(x)− f ∗(y)∥2 < ∥f ∗(x)− f ∗(z)∥2. (13)

10
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iv. (0.5pt) For random x ∼ px, can the color of x be decided by f ∗(x) alone
(Hint: For the technical reader, we are asking if this can be decided with
probability 1. Same for the following questions.)?

v. (0.5pt) For random x ∼ px, can the color of x be decided by the colors of
f ∗(x)’s nearest neighbors (in training set) alone?

(To find such nearest neighbors, we compute representations of all training
samples, and take the samples whose representations are closest to f ∗(x).)

vi. (0.5pt) For random x ∼ px, can the background color of x be decided by
f ∗(x) alone?

(b) (1pt; LAE Implementation) In colab, understand the parts from beginning to
train autoencoder .

Deliverables: Implement the FIXME in train autoencoder that computes MSE
reconstruction loss within 5 lines of code.

Attach your code to write-up.

(c) (1pt; Visualize Encoders via Nearest Neighbors) In colab, we provide a function
nn visualize that visualizes the nearest neighbors of training samples and/or
unseen validation samples, where the nearest neighbors are selected based on
embedding distances of a learned encoder.

Deliverables: Run the provided code cells to

i. Train an encoder-decoder pair using Autoencoder objective;

ii. Visualize the trained encoder via the nearest neighbors for training samples
and validation samples.

Attach your two plots to write-up.

(d) (1pt; Understand Nearest Neighbors) Based on the nearest neighbors plots you
obtain above, answer the following questions in write-up in 2-3 sentences:

i. Is the representation meaningful for training images? Validation images? In
particular, are similar samples grouped together?

ii. The Autoencoder objective alone (on two generic functions) doesn’t enforce
any grouping or smoothness of the representation space. If you observe
some clusters of similar images, why do you think it happens? If you do
not, write down some ideas of encouraging grouping/smoothness. Your
answer shouldn’t be more than about 8 lines.

8. (6pt; Contrastive Learning) In this part, we consider the more standard contrastive
loss (not the one we used above for theoretical analysis).

11
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For encoder f : data → Sd−1 and a temperature hyperparameter τ > 0, the contrastive
loss we use is:

Lcontr(f ; τ) = E (x,x+)∼ppositive

(y1,...,yK)
i.i.d.∼ Dtrain

[
− log

ef(x)
T f(x+)/τ

ef(x)T f(x+)/τ +
∑K

k=1 e
f(x)T f(y−k )/τ

]
, (14)

where ppositive is the distribution of positive pair. Here the pairs are

(x, x+) (positive)
(x, y−k ) k ∈ {1, 2, . . . , K}. (negative)

Notable things about implementation:

• Encoder f is required to output l2-normalized feature vectors.

• τ is a (fixed) temperature hyperparameter, often selected as τ ∈ [0.05, 0.3]. We
use τ = 0.07 in code.

• As common in image contrastive learning, the positive pairs ppositive are defined
as two random transformed versions of the same underlying data sample, where
the negative samples are random transforms of different data samples.

• To efficiently sample features of negative pairs, we do not independently sample
negatives for each positive pair. Instead, we only fetch a batch of positive pairs
x (of b samples) and x+ (of b samples), where for each x[i],

– (x[i],x+[i]) forms the positive pair
(i.e., two random augmentations of the same underlying image).

– For j ̸= i, (x[i],x+[j]) form the (b− 1) negative pairs

This means that, for encoded latents

f(x) ∈ Rb×d and f(x+) ∈ Rb×d, (15)

the logits (i.e., pairwise dot products) can be efficiently computed using a single
matrix multiplication.
This is a common trick.

(a) (1pt; Lcontrastive Implementation) Deliverables: In the colab, follow the imple-
mentation notes above and implement the FIXME in train contrastive that
computes contrastive loss within 5 lines of code.

Attach your code to write-up.

(b) (3pt; Augmentation and Invariances) Recall from lecture and our analysis in
Question 4e that the positive pair distributions define what the learned repre-
sentation should be invariant to, while sensitive to variances in all other factors
(i.e., other factors are preserved in the representations). (⋆)
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Here, our positive pairs are generated by random augmentations. We consider
three sets of augmentations, visualized below.

In write-up, for each set of augmentations, answer whether the learned represen-
tation would be invariant or sensitive to shape, location and color, e.g. “Invariant
to shape, sensitive to color.” Base your answer on the (⋆) analysis results (not on
empirically trained encoders).

i. (1pt) Samples from Augmentation A:
train dataset[4]  (14 samples)

train dataset[5]  (14 samples)

train dataset[12]  (14 samples)

(Each row shows 14 random augmentations of the same underlying image.)

Will contrastive encoder learned w.r.t. Augmentation A be invariant or
sensitive to shape? What about location? What about color?

ii. (1pt) Samples from Augmentation B:
train dataset[4]  (14 samples)

train dataset[5]  (14 samples)

train dataset[12]  (14 samples)

(Each row shows 14 random augmentations of the same underlying image.)

Will contrastive encoder learned w.r.t. Augmentation B be invariant or
sensitive to shape? What about location? What about color?

iii. (1pt) Samples from Augmentation C:
train dataset[4]  (14 samples)

train dataset[5]  (14 samples)

train dataset[12]  (14 samples)

13



Homework 4
6.7960 Deep Learning

Fall 2024

(Each row shows 14 random augmentations of the same underlying image.)

Will contrastive encoder learned w.r.t. Augmentation C be invariant or
sensitive to shape? What about location? What about color?

(c) (1pt; Visualize Encoders via Nearest Neighbors)

In colab, use provided code to

• Train three contrastive encoders, one for each set of augmentations
• Visualize the learned encoder via nearest neighbors.

Attach the three nearest neighbor plots (3 encoders on only val set) to write-up.

(d) (1pt; Understand Nearest Neighbors)

In write-up, answer the following questions in 2-3 sentences:

i. For Augmentation B, are the learned encoder sensitive to shape? To color?
To location?

ii. Are the nearest neighbor plots consistent with your answer in Question 8b?

iii. If they are not in some cases, think about which factors are easier/harder
for the encoder network to learn, and write-down some reasons on why this
discrepancy happens.
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