Applications of random VC inequality
Lecture 35 to voting algorithms and SVM. 18.465

Recall that the solution of SVM is f(z) = > | o, K (;, x), where (x1, 1), . . ., (Tn, yn) — data,
with y; € {—1,1}. The label is predicted by sign(f(x)) and P (y f(z) < 0) is misclassification
error.

Let H = H((x1,y1),- -, (Tn,yn)) be random collection of functions, with card H < N(n).

Also, assume that for any h € H, —h € H so that « can be positive.
Define

f:{i)\ihu T>1, \; >0, i)\z‘ZL hiEH}.
For SVM, H = {j:K(a:i,x; :11' =1,...,n} and card Z’ng 2n.
Recall margin-sparsity bound (voting classifiers): algorithm outputs f = Zszl Aih;. Take
random approximation g(x) = %Z?:l Y;(z), where Y3,..., Y, iid with P(Y; = h;) = A,
EY;(x) = f(x).
Fix o > 0.

< (by Hoeffding) P (yg(z) < 0) + IE‘Z?I,ye’k‘SQ/2
=P (yg(x) < 0) + e /2

= EyP,, (yg(z) < 8) + e H0°/?

Similarly to what we did before, on the data

n

%ZI(%‘Q(%) < 5)] < %Zf(yif(xi) < 28) + e k)2

=1

Ey

Can we bound
1 n
Pry (yg(2) < 0) = =~ I(yig(x:) < 9)
i=1

for any g7
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Define
C={{yg(z) <6}, g€ Fy, 6 € [-1,1]}

where

Note that H(z1,...,2,) C H(x1, ..., Tn, Tpy1) and H(m(xy, ..., 2,)) = H(zy, ..., 2y).

In the last lecture, we proved

]P O - l ’Vl I 1 E C nt?
cec P(C)

where

G(n) = EAC(m _____ gﬁn)(ﬂfl, ey LEn)
How many different ¢’s are there? At most card F, < N (n)*. For a fixed g,
card {{yg(z) <o} N{xy,...,x,}, 6 € [-1,1]} < (n+1).

Indeed, we can order y19(x1), ..., Yng(xn) — vi,9(xsy) < ... < y;,9(z;,) and level § can be
anywhere along this chain.

Hence,

M

nt

<AN(2n)*(2n 4+ 1)e =

Setting the above bound to e and solving for ¢, we get

t= \/%(u + klog N (2n) + log(8n + 4))

So, with probability at least 1 —e™, for all C

(P(C) -1 %(iaf(xi € 0)) < % (u+ klog N'(2n) + log(8n + 4)).

In particular,
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(P (yg(z) < 8) — L0 I(yig(x:) <0))°
P (yg(x) <)

< % (u+ klog N (2n) + log(8n +4)) .

Since (x;y)2 is convex with respect to (z,v),
(EyPoy (yg(z) < 0) — By 30 I(yig(a;) < 5))2
EyP., (yg(x) < 9)
P <8 =15 I(yig(z;) <6 2
(1) < g, (Pl <0) = 5 Hg(wi) <))

P (yg(z) <9)

< % (u+ klog N (2n) + log(8n + 4)) .

Recall that

(2) P (yf(z) < 0) < EyP (yg(z) < 8) + e /2
and

Choose k such that e #°/2 = L ie k=232 Plug (2) and (3) into (1) (look at —(“;b)Q).

Hence,

(P(yf(x) <0) = 2= L5 I(y:f(w) < 26))° 2 <u+ 2logn
P(yf(z) <0) -2 o 02

u

with probability at least 1 —e™™.
Recall that for SVM, N (n) = card {£K (x;,2)} < 2n.

log N'(2n) + log(8n + 4))



