18.218 Topics in Combinatorics Spring 2021 — Lectures 13,14

Dor Minzer

1 Motivation and statement

In this lecture, we will begin discussing the invariance principle, which is a useful tool allowing one to
transfer questions from the Boolean hypercube into Gaussian space. This is useful for several reasons:
in Gaussian space, one may use several properties that are non-existent in the Boolean hypercube. One
example is rotation invariance (i.e., a the Gaussian distribution over R" is invariant under rotations) which
is absent from the cube as rotations of Boolean vectors need not be Boolean vectors themselves.

An example of this phenomenon is already apparent in the well-known central-limit theorem. This
theorem states that if X1, ..., X,, are “reasonable” random variables, independently distributed with mean 0
and variance 1, then the distribution of (X;+. ..+ X,,)/1/n approaches a standard Gaussian random variable
N(0,1). This phrasing, while correct, is a bit misleading in a sense. The point here is that if the random
variables X7, ..., X, are reasonable and normalized, then the limiting distribution of (X7 + ...+ X,,)/v/n

does not really depend on the specific distribution of X1, ..., X, and will be the same. In other words, if
n
we look at the linear function f(z1,...,2,) = ﬁ > z;, then the asymptotic distribution of f(X1,..., X},)
i=1
is the same for al reasonable X7, ..., X,. For example, we have that

f(X1,...,Xn) = f(G1,...,Gp),

where X1, ..., X, are reasonable and normalized, and GGy, ..., G, are standard Gaussians.

The additional fact that f(G1,...,G),) is distributed as a standard Gaussian itself should be thought of
as a “miracle” in this context; the way we have stated the statement suggests that perhaps one can prove such
result for more general class of functions f. Indeed, the main question the invariance principle investigates,
is what classes of functions we can prove such universality of the probability law of f(X1, ..., X,,) for.

To get some intuition into this question, we consider a few examples.

° f(Zl,...,Zn) = Z1.

100

o f(z1,...,2n) = [[12,

o f(z1,....2m) = —— 3 I 2.

(g) |S|=31i€S

What goes wrong in the first 3 examples? How can you eliminate them? The issue with the first example is
that there is a variable with large influence; this means that in a sense, f looks like a dictatorship, and for
such functions it is clear that a uniform bit {—1, 1} looks differently from a Gaussian random variable. This
is also the issue with the second example. The issue with the third example is that the degree of f is high.
The result, that will be the focus of this and next lecture, asserts that if one requires the function to not have
influential variables and be of low-degree, then an invariance principle holds. More formally:



~

Theorem 1.1. Foralld € N, if f(x1,...,zn) = > f(S)xs(x) is a function of degree at most d, and
|S|<d
¥: R = R is a smooth function with ||" ||cc < C, then

- B RUE)) < G2 L
=1

E
z~{—1,1}" z~N(0,Iy)

~

Corollary 1.2. For all C,e > 0, d € N there is T > 0 such that if f(z1,...,zn) = >, f(S)xs(z)isa
|S|<d
function of degree at most d, 1: R — R is a smooth function with ||{)"" ||cc < C and var(f) < C, then

f@) - E ()] <e
z~{-1,1}" 2~N(0,I,)
Proof. Using the last theorem, we have that this difference is bounded by %23d/ 2rI[f] < %23d/ 2rdvar(f) <
C?9%,/7, so choosing 7 = (ﬁ)2 finishes the proof. O

Thus, the theorem asserts that the distributions of f(x) and f(z) look very similar as far as smooth test
functions are concerned. The above formulation of the invariance principle is the most basic version of it
and there are extensions of it:

1. to non-smooth functions, such as 1)(¢) = 1;<19. Proving these extensions requires smooth approxi-
mation to such functions, and the idea of anti-concentration in Gaussian space.

2. There is an extension of this result to functions that are not low-degree, but are close to low-degree
functions and Lipshitz functions ).

3. The fact that z is distributed according to a standard Gaussian random variable is not very important,
and similar statements can be made as long as: (1) the first and second moment of coordinates of x
and z match, and (2) one has a hypercontractive inequality for both functions in x, and functions in z.

In this lecture, we will first present prove a variant of Theorem [I.1]in the special case that f is a linear
function. This is a basic result in probability theory called the Berry-Essen Theorem, and will help us in
order to introduce the replacement method. We will then explain the difference and challenges that will arise
when we try to adapt the argument to the setting of Theorem[I.1] and then briefly discuss hypercontractivity
in Gaussian space.

2 The Berry-Essen Theorem

Theorem 2.1. If f(x1,...,2,) = Y a;xi, and : R — R is a smooth function with ||)"" ||« < C, then
i=1
(f@) = E  [¢(f(2)] < gzn:ag-
z~{—1,1}n 2~N(0,1,) 2 ="

Proof. Letx ~ {—1,1}", z ~ N(0, I,,) be independent, and for each 0 < ¢ < n consider the following
hybrid distribution:

Ut = (1'1,. <oy Tty 2415 - - '727’1); U,(t+1) = (1.17 cees Tty Bt42, - - ~7Zn)-



Note that Uy = z, U,, = x, so our difference can be written as

n—1

[P(f(Ur+1))] — E [ (f(U))]

T,z

fU = E - [$(f(U0)] =

i

I3

z,

|
—_

n

< [W(f(Urer))] = E [0(f(U))] -

n x, T,z

Il
=)
&

Our goal is to bound the summand corresponding to ¢ by Ca?. Fix t. Since f is linear, we may write

fUi1) = g(U_(441)) + arr1241 and f(Ur) = g(U_(41)) + ar+12041, where g is a function on n — 1

coordinates indexed by i = 1,...,¢,t +2,...,n, and defined by g(u) = >  a;u;. We may then write the
i#t+1

tth-summand in the above sum as

[V (9(U_(111)) + ar17e41) ] — B [ (9(U_(141)) + arp1241)] -

T,z T,z

Fix u = U_(441), and expand g according to Taylor’s theorem around the point g(u). We get

Dlglu) +w) = Y(gw) + ¥/ (gl + 30" (gla))u? + 0" (€,
where § € (g(u), g(u) + w) is some point. Thus,

[ [¢(9(U—(t+1)) + a1 @i1)] =

T,z

1 1
E [¢(9(U 1)) + V' (9(U_(t41))) @t 12041 + §¢,/(U—(t+1))a?+15'3?+1 + 6W”(Q(ﬁx(U—(tH))))at+1$?+1]a

T,z

where &, (U_(;41) is some random variable. Using the fact that U_ ;1) and x4 are independent and that
the first and second moment of x4 are 0 and 1 respectively, we get that

E [¢(9(U_(t41)) + ar+12141) ]

T,z

E [¢(9(U(t+1 )+ 1/’”(5( (t+1))) i1 + éw”’(&;(g(U(t+1>)))at+1x§’+1]~

T,z

Similarly, we have

E [w(g(U_(tH)) + at412141) ]

1
= 3‘372 [¢(9(U—(t+1))) + W’(f( (t+1)))a?—i—1 + gw”’( 9(&(U_(441 )))at+lzf+1}a

and taking the difference we get

[W(9(U_41)) + arr1ze01)] — E [@(9(U—(141)) + ar12t41)]

T,z T,z

é : [W”( (&(U_ —(t+1) )))a?+1$?+1+¢m( (& (U t—',-l))))a?—&—lz?—&—l] .

&,z



To finish the proof, we use the triangle inequality and bound each expectation separately. For the first one
we have
[0 (9(& U as))ainzin] < Clasl® E [leenl’] = Claca

T,z x,2

as |z4+1| < 1. For the second one we have

4
1" 3 3 < 3 3 3 .
E [0 (0EU-m)dntn] < Clacl’ E [lanl’] = Clowal’ ——

Combining, we get that

E (O] - E RGO < g (14552 ) Claal < S lon . 0

Is this error bound even good? Note that in the central-limit theorem setting, we would have a; = ﬁ,

so the error bound we have simplifies to which is very decent. In general, one can expect a bound on

2f’

the sum of squares of the a;’s, say Z ai < 1 (as is often the case in applications), and then we automatically
i=1

get that the error can be further upper bounded by % max; |a;|.

2.1 Generalizing the argument to low-degree polynomials

Can you see how to adapt the above argument to the setting of Theorem [I.I? What did we really do when
we wrote f(Upy1) = g(U,(tH)) + arr12¢+17 What we really did here is check the influence of variable
t + 1 on the function at the point U;11. This can be generalized to low-degree polynomials by considering

9(Uip1) = > f( F(8)xs(Uis1), 01 fUern) = > f( F(S)xs\ {1y (Ues1),
SFt+1 S5t+1

and then we can write f(Usr1) = g(Uir1) + 20410001 f(Ups1) and f(Uy) = g(Up) + 21410i11 f(Up).
Noting that both g(Upy1) and O¢41 f (Us+1) do not depend on the ¢ + 1 coordinate, we get that g(Uz+1) =
9(Up), O¢11f(Upy1) = 01 f(Up). At this point, one may attempt to run the argument from the proof
of Theorem [2.1] and everything goes through until the part where we need to bound the third powers of
the remainder of Taylor’s theorem. We will do that using hypercontractivity, but we should note here that
we have a function that takes as input both Gaussian as well as bits, so we should first justify that the
hypercontractive inequality holds for such functions.

3 Hypercontractivity in Gaussian space

Hypercontractivity can be abstracted and generalized beyond the Boolean hypercube and you can read about
such formalization in Ryan O’Donnell’s book. Our treatment here would be more specialized to the setting
we are in.

Consider the Gaussian real line, i.e. (R, u) where p(z) = \/%6_22/ 2 is the Gaussian density measure.

We consider the space of functions f: R — R equipped with the inner product (f, g f f(x



One may to find the analog of the Fourier expansion in this setting, and indeed there is such one. A good

orthonormal set in this case is known as Hermite polynomials, given as ho(z) = 1, and for k > 1
k
— (ke L
hi(z) = (—=1)%e? pl 2

The first few Hermite polynomials are h1(z) = 2, ho(z) = 22 — 1, h3(z) = 2% — 32, and they satisfy a
bunch of nice properties we will not discuss further here.
Thus, we get a basis for the space of functions f: (R™, u®") — R by hg(z1,...,2,) where k =

(k1,...,kn) and h(z1,...,2k) = [] hg,(zi). The Hermite expansion of f is
i=1
F(z) =Y FR)hy(2).
i

Lastly, we need the notion of degrees. The degree of h is k1 +. ..+ ky,, and the degree of f is the maximum

~ -

degree of Ay such that f(k) # 0.

Lemma 3.1 (Hypercontractivity for Gaussian space). Suppose f: (R", u®™) — R is a function of degree

at most d, and q > 2. Then
d
1£llg < vVa—1fll2

Proof. Consider the sequence of functions g, forr = 1,..., 0o where we have x; ; independent £1 bits for
i=1,...,nand j = 1,...,r, defined by

T r
> T Y. T
=1 j=1
NGt

gr(z) = f

e
2 21

Note that as 2 1/17 approach a standard Gaussian random variable, we have that

o0
tim & {9, (o)) = [ 1)
r—0o0 g — 00
for all £ € N. Note that g, has degree at most d, so combining this with hypercontractivity for bits we get

that
. . 4d 4d
1714 = tim gl < tim g =T Ngrlld = Va =TI,
finishing the proof. 0

In a similar fashion, we may prove a hypercontractive inequality for functions that get as input both &
bits and Gaussians. For f: {—1,1}' x R"! — R, we consider the natural orthonormal basis indexed by
(S, k) where S C [t], k = (kit1, ..., kn) and given as ng(ﬂfv z) = xs(w)hg(2). We define the degree of
Xgf; s |S| 4+ k41 + - .. + kn, and the degree of f as the maximal degree of y SF supported in its Fourier
expansion.

Lemma 3.2. Suppose f: {—1,1} x R"~t — R is a function of degree at most d, and q > 2. Then

Ifllg < Va=1"1f].



4 Proof of Theorem [1.1]

We are now in the position to prove Theorem[I.1] The proof is almost the same as the proof of Theorem 2.1}
and as so we will be more brief and focus on the places where there is a difference.

Proof. Letxz ~ {—1,1}", z ~ N(0, I,,) be independent, and for each 0 < ¢ < n consider the following
hybrid distribution:
Ut = (.Z'l, R 2 A ER 7zn)-

Note that Uy = z, U,, = z, so our difference can be bounded as before by

|
—_

n

[W(f(Ure))] = E [0(F(U))] -

T,z T,z

t

Il
=)

Fix t, and recall the functions

9(Uip1) = > f( F(8)xs(Uis1), 01 f(Uir) = Z S)xs\ft+13 (Ues1),
SZFt+1 St+1

We may write f(Upy1) = g(Ury1) + 20410001 f (Up1) and f(Ugy1) = g(Uir1) + 20410001 f (Upya),
and then write the tth-summand in the above sum as

[W(9(Uis1) + 20410041 f (Ui1)) ] = B [0(9(Ur1) + 2601001 f (Ur1))] -

T,z T,z

We use Taylor’s theorem to get that

[(9(Ut1) + 2410041 f (Ury1))] = E [w(g(UtH)) + ¥(9(Ur+1)) 21410041 f (Up1)

1

+ 5¢”(Q(Ut+1))$§+18t+1f(Ut+1)2

+ U G(ElUis)o 001 (U,

T,z

and

[(9(Ur1) + 20410041 f (Urya))] = E [?XJ(Q(UtH)) +¢'(9(Ur+1)) 21410+ 1 f (Up1)

1

+ 51/1”(9(Ut+1))Z152+16t+1f(Ut+1)2

+ U €U Bhra S (Ui

T,z

Thus, the first three terms match, and taking the difference we get

[W(9(Us1) + arp12e41)] — E [¢(9(Ur1) + ar12041)]

T,z T,z

1 [Qp”/(g(gx(Ut+1)))$?+1at+1f(Ut+1)3 + —Hﬁm(g(fz(Ut+1)))2?+18t+1f(Ut+1)3] :

<,
6 oz



To bound the first expectation, we note that it is at most
d
C E 1001 fU)P| = C - 001 £} < OOV 0 flla)* < C2¥2 L [f2.
T,z

For the second expectation, we bound it by

4 4C
C-E[z 319 U 3}207, P 3 < 2 93d/2p 3/27
E |2t41]7 |01 f (U W [0r+1 113 on t+1[f]
and combining these bounds finishes the proof. O

S Extensions of the invariance principle

We shall now see several extensions of the invariance principle. These are by no way extensive.

5.1 Invariance principle for non-smooth test functions

In this section, we show that the invariance principle continues to hold for some non-smooth functions. We
will consider cutoff functions, i.e. 14(y) = 1,>¢, and for simplicity we consider the case ¢t = 0.

~

Theorem 5.1. Forall d € N, € > 0 there is T > 0 such that if f(x1,...,2z,) = >, f(S)xs(x) is a
1$]<d
function of degree at most d, and max; I;[f] < T, then

E [h(f@)]- E  [¢o(f(2))] <e

~{—1,1}7 z~N(0,Iy)

5.1.1 Smooth approximation of 1

To prove this statement, we use smooth approximations. Namely, we fix a parameter § and find a function
15 such that:

1. 1b5: R — [0, 1] has continuous third derivative and ||¢}'[|sc < O (55).

2. ¢Ys(y) =0fory < 0and ¥s5(y) = 1fory > 6.

This is a standard construction from calculus, and we quickly outline it below. Consider h: R — [0, c0)
defined by h(y) = ae™/=¥") for |y| < 1 and h(y) = 0 otherwise, where « is chosen so that the integral
of h is 1; the function A is called a mollifier. Then & is smooth and ||h"’|| o = O(1). Consider

YY) = (L—oo,0 * h)(y)-
1. If y < —1, then

00 0
Y(y) = / L(—oo,0(w)h(y — w)dw = / h(y — w)dw = 1.

—0o0

2. If y > 1, then



Additionally, 1 is smooth with |[¢)|lcc = O(1). Take 12(y) = 12(1 — y), so that 1p = O on y < 0, and
Yy = lony > 2. Take ¥5(y) = p2(¥%) so that 1ps = 0 for y < 0 and )3 = 1 for y > 6. We have by the
chain rule that [|[{){[|oo < O(1/63) - |¢]|00 = O(1/6%).

5.1.2 An anticoncetration bound in Gaussian space

If G ~ N(0,1), and I C R is an interval of length ¢, then one can easily show that Pr [|G| < ¢] < O(e).
The following theorem, due to Carbery and Wright, generalizes this fact to multi-linear polynomials.

Theorem 5.2. Suppose f(x) = Y. asxs is a multi-linear polynomial such that ¥ a% < 1, and I C R
0<|S|<d S
is an interval of length at most €. Then

P < el < O(detd.
ZNN(I"OJ)W(Z)' €] (de™’?)

5.1.3 Proof of Theorem 5.1

We prove that

[Yo(f(@)] =  E  [o(f(2))] <e,

~{—1,1}" z2~N(0,I5)

and the proof of the other inequality is analogous. Let § > 0 to be determined, and pick 5 from the previous
section. Then

U< E UG]S B ()] +0 (5 ) 2
~{—1,1}" x~{—1,1}" z~N(0,I)

where we used Theorem 1.1} Note that ¢s5(f(2)) = ¢o(f(2)) if f(z) = & or f(z) < 0, and otherwise it is

at most 1, so

E  [s(f)I<  E  [o(f(2)]+ Pr [0<f(z)<d].

2~N(0,1,) 2~N(0,1,) z2~N(0,In)
Combining the two inequalities and using Theorem [5.2] we get that

1

B (< B[]+ 0 (5

> 2%424\/7 + O(dé"/?).
x~{—1,1}" z~N(0,I5,)

We choose § = 2~ 4108(@/2) for Jarge enough C' > 0 so that the second error term is at most ¢ /2, and then
7 small enough so that the first term is at most €, and the proof is concluded.

5.1.4 Piecewise smooth functions

Using Theorem [5.1] it is not hard now to show that invariance holds for all piecewise smooth test functions
1, i.e. test functions for which there is a partition of the real line into intervals R = I; U ... U I, such that
1) is smooth in the interior of each ;. We omit the proof.



5.2 Invariance principle for functions with small Fourier tails

Next, we extend the invariance principle to functions that are not low-degree, but almost low degree.

~

Theorem 5.3. For all C,e > 0, d € N there is 7 > 0 such that if f(x1,...,2,) = > f(S)xs(z) is a

function such that max; I;[fS%] < 7, and : R — R is a piecewise smooth function C-Lipshitz function
with [0 < C,

E @) - E  [W(fR)) <e+2C177.
a~{—1,1}m 2~N(0,I,,)

Proof. Write f = f<% + f>? Then since ) is C-Lipshitz
E WU@)- E [pUe)| < & [C 1) | <Clf
a~{—1,1}7 z~{-1,1}"
Similarly,
wUE - E U] < B0 e | <ol
z2~N(0,I5) ~{—1,1}" z~N(0,I5,)

The result now follows from Theorem [5.11 O

5.3 Other extensions of the invariance principle

There are other extensions of the invariance principle: multi-dimensional versions, more relaxed require-
ments, general product domains and more. We will not elaborate on these points further.

6 Majority is stablest

We finish this lecture by showing one prominent application of the invariance principle, which was actually
the original motivation for it. The Gaussian analog of the majority is stablest theorem was already known in
the 19th century, and the idea of Mossel, O’Donnell and Oleszkiewicz was to deduce the Boolean case from
it. We will show this reduction, starting with presenting the theorem in the Gaussian case.

Definition 6.1. For p € [0, 1], the operator T, acting on functions f: R™ — R is defined as

Upx) = B [floz+ VT=pPw)].

w~N(0,I,)

Note that the distribution of pz + /1 — p?w is standard Gaussian that is p-correlated with z, so this is
the analog of the noise operator from the Boolean case. It is easy to check that U,xs(z) = p°lxs(2) for
all monomials yg.

Definition 6.2. Given p € [0,1] and f: R™ — R, the noise stability of f with parameter p is Stab,(f) =
(£,Uuf).



The Gaussian analog of the majority is stablest theorem states that half-spaces maximize the noise
stability of balanced, bounded functions:

Theorem 6.3. [Borel’s theorem] Let p € [0,1], and f: R™ — [—1,1] with E[f] = 0. Then Stab,(f) <
1 — 2 Arccos(p).

We will not prove this theorem here, though at least for many values of p there is a relatively simple
proof due to Kindler and O’Donnell, and in general there are several known proofs which are not too hard.
Instead, we will show how to deduce the Majority is Stablest theorem from it.

Theorem 6.4. Foralle > 0, p € (0,1) there are d € R and T > 0 such that if f: {-1,1}" — [-1,1] is
balanced and max; I,[f<%] < 7, then

2
Stab,(f) <1 — —Arccos(p) +«.
T

Proof. Let § > 0 small to be determined, and let f/ = T;_sf. In the homework you will show that
Stab,(f) < Stab,(f’) + O,(6), and in the rest of the proof we will upper bound Stab,(f”).

Take d € N to also be determined later, and define the function Square(t) = t2 for t € [0, 1] and
Square(t) = 0 for ¢t < 0, and otherwise 1. Then Square is 2-Lipshitz and piecewise smooth, so we may
apply the invariance principle on it. Now that

Stab, (/') = (', T, ) = (T ol T} = B [Sauare(T 5'(2)]

r~{—1,1}"

Thus, by Theorem 5.3 we have

/! g T /! E 4 T N\ =>d
Staby (/) < & |Sauare(T 5 ()] + 5 + 41Tyl

for 7(d,e) > 0 small enough. Note that
I(T 7905 < Y F1(S)* < (1—-6)™,
|S|=d

so the second error term is at most 4(1 — §)¢. Next, we would like to apply Theorem Towards this end,

note first that as f is multilinear, T /5 f'=U N f'. Tt may not necessarily be the case that f’ is bounded on

R™ (in fact it is most likely not), and to get around this issue we will argue that it is “mostly bounded”.
Define trunc(s) = s if |s| < 1, and otherwise 1 if s > 1 or —1 if s < —1, and consider the function

F(z) = trunc(f’(z)). By Theorem/[5.3

E [F2)=f()]= E [dist(f(2),00,1])] < E [dist(f'(2),[0,1])] +4](f)]|2.
z~N(0,Iy) z~N(0,Ir) x~{—1,1}"

and the first expectation is 0 whereas the error term is at most 4(1 — ¢)%. In particular, it follows that

/ < _n\d _ _\d
ZNNIE(%Jn) {Square(T\/ﬁf (z))] < ZNNI%JTL) {Square(T\/ﬁF(z))} +4(1 —9)® = Stab,(F) +4(1 — 9)

Finally, to apply Theorem [6.3] we would like F' to be balanced. Note that

E[F] = E[F]-E[f] <E[F(2) - f'(2) ] <41 -0)",

z z

10



so F' is nearly balanced. It is not hard to show that in that case, the conclusion of Theorem [6.3] holds with

FR|F] -, we have that F’ is balanced and bounded so

bit of an error bound. For example, letting F/ = Tra(1-6)7

Stab,(F”) < 1 — 2Arccos(p), and
Stab,(F) — Stab,(F") <4||F — F'||; <4-4(1— &) (|Fl: + 1) < 32(1 — )%

Combining everything, we get that

Stab,(f) < Stab,(f') + 0,(8) < B Square(T\/ﬁf'(z))] +0,(8) + O((1 — 8)%)

< Stab,(F) 4+ 0,(8) + O((1 — §)%)
<1 - 2 Arccos(p) + 0,(8) + O((1 — 5)%).

™

Choosing d(p) > 0 now so that the first error bound is at most €, and then d so that the second error bound
is at most £/2, finishes the proof. O

11
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